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This work studies the precessional magnetization response of cobalt and nickel upon laser
excitation. The magnetization dynamics is measured using a time-resolved magneto-optical
Kerr effect (trMOKE) at different angles of the external field and various field strengths
and fluences. To systematically analyze the magnetization response, preliminary simula-
tions of laser-induced heat and strain, using the UDKM1Dsim toolbox, are used as input
to a non-norm-conserving Landau-Lifshitz-Gilbert (LLG) equation. These LLG simulations
agree well with the measured magnetization response and elucidate the roles of heat and
strain in driving the precession. The key findings of this research include the identification
of magneto-elastic coupling as the primary driver of precession in the low fluence regime
for nickel and cobalt, whereas demagnetization dominates at high fluences. Additionally,
two distinct cases of magnetoelastically driven precession are found: quasi-static strain lead-
ing to a displacement of the effective field, thereby triggering precession, and the matching
of the round trip time of strain pulses with the precession frequency, resulting in a reso-
nant enhancement of the precession. The study also reveals that the substrate of the cobalt
sample affects its crystallinity, which in turn influences the anisotropy and thus the preces-
sional behavior. This comprehensive understanding of the mechanisms that trigger preces-
sion is utilized to develop a novel coherent control scheme. Instead of merely strengthen-
ing or attenuating the precession by adjusting the time delay between two pump pulses,
it is demonstrated that changing the fluence, and thus transitioning from strain-driven to
demagnetization-driven precession, can also be effectively employed.
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Chapter 1

Introduction

The field of laser-induced magnetization dynamics has experienced a rapid advancement
in recent years. Controlling magnetization dynamics is particularly interesting due to its
potential for developing novel data storage media and processing devices. Beyond techno-
logical applications, however, magnetization dynamics is also fundamentally fascinating, as
it encompasses a variety of phenomena, including ultrafast demagnetization [1, 2], magneti-
zation precession in metals [3] in semiconductors [4] and insulators [5, 6], but also all-optical
switching [7, 8], and magnetization nutation [9, 10].
This work focuses on studying the mechanisms that trigger magnetization precession, in-
cluding the role of the effective field and how it is affected by temperature and strain. Study-
ing the dynamics of the precessional motion as well as the driving factors is highly relevant,
as precessional switching may be the fastest way to manipulate a magnetization state, as it
represents the coherent motion of the magnetization vector [11, 12]. The role of strain in the
observed magnetization dynamics was long neglected, but has recently been highlighted by
the work of Shin et al. [13, 14] and Temnov [15, 16]. In this work it is shown that for nickel
and cobalt, at small excitation fluences, where Tp ≪ TC, the strain is the primary factor driv-
ing the precession. The shape of the laser-induced strain pulses has been oversimplified in
previous models. Using the well-tested UDKM1DSIM toolbox [17], magnetization precession
under realistic strain pulses in laser-excited multi-interface heterostructures can be studied
[18].
Chapter 2 introduces the theoretical foundation for describing magnetization dynamics us-
ing the thermodynamic principle of the free energy, integrating contributions such as Zee-
man energy, magnetocrystalline anisotropy, and magnetoelastic anisotropy. In addition to
directional dynamics, also demagnetization plays an important role in the observed dy-
namics. To describe the occurrence of both effects simultaneously, a new model for the total
magnetization dynamics is employed, which is motivated by the separation of the magne-
tization vector into direction m̂ and length |m| components. This approach of modifying
the LLG equation to account for non-constant magnetization magnitude was independently
developed by Hudl et al. [19] to model THz-induced magnetization dynamics in CoFeB thin
films
Chapter 3 provides the quasi-static magnetic and structural characterization measurements
on nickel and cobalt samples. Out-of-plane hysteresis curves yield an initial estimation of
the saturation field. Further ferromagnetic resonance measurements (FMR) for nickel sam-
ples allow for more precise quantification of the contributions to the free energy. X-ray
diffraction reveals that nickel samples exhibit polycrystalline growth with a preferred direc-
tion ⟨111⟩, while cobalt samples show polycrystalline growth with a preferred [0001] orien-
tation. The cobalt sample growth influences their magnetic properties, with the sample on
the JGS2 substrate exhibiting better crystallinity compared to the one on the PGO substrate.
Chapter 4 delves into precession measurements for different samples. The initial section of
the chapter is devoted to the modelling of the laser-induced magentization response. FMR
measurements and an accurate understanding of the effective field make nickel particularly
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suitable for numerical modelling. In order to achieve accurate modelling, it is necessary
to examine the thermal response and strain of the sample system, which control magneti-
zation dynamics. The UDKM1DSIM toolbox is employed to reconstruct the samples virtu-
ally and describe heat propagation and laser-induced strain response via a one-dimensional
model. As a first approximation the change in phonon temperature is employed to describe
the demagnetization process through a modified Landau-Lifshitz-Gilbert (LLG) equation,
motivated in Chapter 2. For nickel and cobalt, the magnetoelastic coupling constant b1 is
positive, ensuring that demagnetization and strain act in opposite directions after laser ex-
citation. Modelling based on the previously introduced LLG equation captures the behav-
ior of the observed magnetization response for various excitation conditions. By toggling
mechanisms triggering precession dynamics on and off, the driving forces behind magneti-
zation precession can be isolated. Quasi-static strain from thermal expansion drives preces-
sion dynamics in the 20 nm nickel sample and the dynamics observed in the 200 nm nickel
sample in frontside excitation. For the 200 nm sample in backside excitation, strain pulses
matched to the precession frequency lead to the observed precession dynamics. No FMR
measurements were available for cobalt samples, so they were investigated qualitatively
across different configurations. The measurements showed an increase in precession fre-
quency and amplitude as field strength increased, reflecting changes in the initial mz com-
ponent. By increasing the excitation fluence the driving mechanism for the laser-induced
precession changes from pre-dominantly strain driven to predominantly demagnetization
induced precession. In the final section of Chapter 4, a double-pulse coherent control scheme
is presented that extends beyond conventional scenarios. Instead of triggering magnetiza-
tion dynamics through a single mechanism, two mechanisms are employed, namely quasi-
static strain and demagnetization.
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Chapter 2

From static to ultrafast magentism

This work focuses the magnetization dynamics on the picosecond to nanosecond timescale
after laser excitation. The primary goal is to model the precession dynamics of two differ-
ent nickel films. In this chapter, only the basic magnetic mechanisms, namely the ultrafast
demagnetization and precession, that are necessary to describe the dynamics will be pre-
sented. A detailed discussion of mechanisms that affect the magnetization but are not of
magnetic origin, such as the generation and propagation of picosecond strain pulses, is not
given here. Detailed descriptions of these processes can be found in the literature [20–22].
The magnetization M can be written as

M = Ms m = Ms m̂ |m| (2.1)

The magnetization M is written as a term describing the orientation m̂ and the amplitude
|m|. Both quantities are represented by the variable mmm. Ms is the saturation magnetiza-
tion. This description is useful because it allows the time evolution of both variables to be
treated separately. By doing this, it is possible to combine precession and demagnetization
as described at the end of this chapter. To describe the magnetization dynamics, it is first
necessary to determine the initial position of the magnetization. This is discussed in the first
section of this chapter for both the orientation m and the amplitude m. The second section
deals with the laser-induced ultrafast response of these two variables. Finally, a model is
presented in which the dynamics of the direction is combined to describe the dynamics of
mmm.
In the present work, different coordinate systems are often used because, depending on the
situation, a description in Cartesian coordinates is more convenient than in spherical coordi-
nates and vice versa. To describe the orientation of the external field and the magnetization,
I use the convention shown in figure 2.1.
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z

x

m

θ
ϕ

ξ

Hext

y

FIGURE 2.1: Coordinate system for describing the unitless magnetization
and external field: The sample is in the x-y plane. The external field (red) is
characterized by the angle ξ with respect to the surface normal. The magne-
tization, expressed in spherical coordinates, is characterized by the angles θ
and ϕ.

2.1 Free energy and the direction of magnetization

In general, the magnetization of a ferromagnet does not point in the same direction as the ap-
plied external magnetic field. To describe this phenomenologically, a free energy is assigned
to the magnetization [21], which depends on the external field as well as the orientation and
amplitude of the magnetization itself. The equilibrium orientation of the magnetization is
then determined by minimizing the free energy. The free energy consists of several different
contributions describing the different types of magnetic interactions

F = FZee + Feff + Fmc + Fme. (2.2)

The first part FZee is called the Zeeman energy, the second Feff is the effective anisotropy that
combines shape and any possible uniaxial anisotropy, the third term Fmc is called magneto
crystalline anisotropy and the last Fme is the magneto elastic term. The free energy reduces
the complexity of the system as it captures the different interactions between the magnetic
moments and the magnetic field and the interactions of the magnetic moments on a lattice.
In the following the individual contributions to the free energy are motivated.

2.1.1 Zeeman energy

In an external magnetic field, magnetic moments tend to align parallel to the external field.
The free energy that describes this behaviour is called the Zeeman free energy

FZee = −µ0 Ms m · Hext. (2.3)

The free energy is minimized as mmm is parallel to the external field HHHext.

2.1.2 Effective anisotropy energy

The origin of the shape anisotropy is the dipole-dipole interaction between the magnetic
moments. The total energy of this interaction is obtained by summation over all the atomic
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magnetic dipole moments mi and mj, [23],

Edip−dip = − 1
2 πµ0

∑
i ̸=j

1
r3

ij

[
mi · mj − 3

(
rij · mi

) (
rij · mj

)
r2

ij

]
, (2.4)

where rij is the vector connecting two dipoles. The contribution to the total energy is rela-
tively small. For example, if one sets m = µB and chooses a typical distance between the
magnetic moments of 2 Å, one finds an energy of less than 0.1 meV [24]. Nevertheless, the
influence of this interaction cannot be neglected. As illustrated in figure 2.2, the free energy

rij

mi mj -m2/r3

m2/r3

2m2/r3

-2m2/r3

FIGURE 2.2: Physical origin of the shape anisotropy. The variables of equa-
tion 2.4 are represented on the left. In the center, a configuration is shown
where the magnetic moments are parallel and antiparallel to each other, per-
pendicular to the internuclear axis. On the right, the parallel and antiparallel
configuration is shown for the case where the magnetic moments are parallel
to the internuclear axis. The free energy, as defined by equation 2.4, is written
below each sketch. The parallel orientation of the magnetic moments along
the internuclear axis is the most favorable. [23]

is minimized as the magnetic dipoles lay parallel to one another and the internuclear axis.
As for a thin film, the number of internuclear axes rij lying in the plane is much higher, than
the internuclear axis pointing out-of plane. Thus, the energy is minimized when the mag-
netization lies in the plane.
For a sample with an arbitrary shape the free energy is usually expressed as [25]

F =
µ0

2
M2

s

(
Nxm2

x + Nym2
y + Nzm2

z

)
, (2.5)

here Nx, Ny and Nz are the shape factors whose sum is equal to one. In general, however, it is
possible that other uniaxial anisotropies appear in addition to the shape anisotropy. These
have the same proportionalities with respect to magnetization as the shape anisotropies,
and can therefore be incorporated by introducing effective anisotropy factors, Nx → Neff

x .
As shown in the following calculation this expression can be simplified even further by
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rewriting it in spherical coordinates and substituting Neff
y + ∆ = Neff

x

F =
µ0

2
M2

s

(
(Neff

y + ∆) sin2 ϑ cos2 φ + Neff
y sin2 ϑ sin2 φ + Neff

z cos2 ϑ
)

=
µ0

2
M2

s

(
Neff

y sin2 ϑ
(
cos2 φ + sin2 φ

)
+ ∆ sin2 ϑ cos2 φ + Neff

z cos2 ϑ
)

=
µ0

2
M2

s

(
Neff

y
(
1 − cos2 ϑ

)
+ ∆ sin2 ϑ cos2 φ + Neff

z cos2 ϑ
)

=
µ0

2
M2

s

(
Neff

y + ∆m2
x +

(
Neff

z − Neff
y

)
m2

z

)
(2.6)

The first term in the parentheses is a constant offset of the free energy, which is independent
of the direction of magnetization. Since this offset has no influence on the direction of the
minimal free energy and makes no contribution to the effective field, this term can be dis-
carded. By substitution, the equation (2.6) can be simplified to give the following equation
for the effective anisotropy energy.

Feff =
µ0

2
M2

s

(
Neff

x m2
x + Neff

z m2
z

)
(2.7)

2.1.3 Magnetocristalline anisotropy (MCA)

The field-dependent magnetization of crystalline samples shows a different behavior de-
pending on along which crystalline direction the external field is applied. The origin of the
magnetocrystalline anisotropy lies in the spin-orbit coupling. Since different kinds of many-
body interactions play a role as well, and the complexity of the electronic band structure is
quite overwhelming, there is no simple model. However, the main mechanisms responsible
for the MCA are quite simple. The angular moments of the atomic orbitals are aligned in a
crystal structure due to the Coulomb interactions between the orbitals. Consequently, due
to the spin-orbit coupling, the spins align along a preferred direction in the crystal. [23, 24]
For nickel, which has a cubic crystal structure, the magnetization is easier to align along the
⟨111⟩ 1 cube diagonals than along the ⟨100⟩ edges. For iron it is exactly the opposite. Cobalt,
on the other hand, has a hexagonal crystal structure at room temperature, in this case there
is a hard axis along the [001] direction [26]. Figure 2.3 illustrates the lattice structure Cobalt,
Iron and Nickel and the corresponding magnetocrystalline free energy surfaces. Assuming
that for the hexagonal structure the [001] direction coincides with the z-axis, the free energy
for a cubic and a hexagonal system is given by [26] :

Fcub
mc = K1

(
m2

x m2
y + m2

y m2
z + m2

z m2
x

)
+ K2

(
m2

x m2
y m2

z

)
(2.8)

Fhex
mc = K1 cos2(ϑ) + K2 cos4(ϑ) = K1m2

z + K2m4
z (2.9)

Here K1 and K2 are the magnetocrystalline anisotropy constants. The hexagonal anisotropy
is often expressed in powers of sin(θ). For this conversion, cos(θ)2 = (1 − sin θ)2 is used,
which also changes the anisotropy factors. The anisotropy factors for the 3d ferromagnets
Iron, Cobalt and Nickel are given in table 2.1. For nickel, the MCA is so small that it can
be neglected. For cobalt, however, it is much stronger. If the higher order contributions
(K2) to the hexagonal MCA of cobalt are neglected, then the MCA can be considered as a
contribution to the effective anisotropy.

1The indices of particular directions are written in square brackets, such as the six cube-edge directions: [100],
[010], [001], [-100], [0-10], and [00-1]. These are directions of a form, the whole set of these directions are written
in angular brackets ⟨100⟩.
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a
a

a

a a

a

a

c

hcp Cobalt bcc Iron fcc Nickel
(a) (b) (c)

(d) (e) (f)

FIGURE 2.3: Crystalline structures and magnetocrystalline free energy sur-
faces for the 3d metals Co, Fe, Ni: (a-c) depicts the unit cells of Cobalt, Iron
and Nickel. In (d-f) the magnetocrystalline free energy surfaces are shown.
The minima of the free energy defines the easy easy-axis.

element K1 (104 J/m³) K2 (104 J/m³)

Fe 4.8 ± 0.5
Co -75 15
Ni -0.5 -0.2

TABLE 2.1: Crystal anisotropy constants for 3d ferromagnets [26].

2.1.4 Magneto-elastic anisotropy

Magnetoelastic anisotropy is responsible for the coupling of strain with magnetization. The
origin of this interaction is complex and cannot be attributed to a uniform mechanism, since
it is material dependent. One plausible mechanism is spin-orbit coupling. Due to a distor-
tion of the lattice, other orientations of the atomic orbitals are energetically more favorable,
which eventually affects the orientation of the magnetic moments [27]. Another plausible
mechanism is the dipole-dipole interaction between the magnetic moments, which changes
when the lattice is distorted. However, calculations show that the magnetoelastic coupling
factors obtained are too small by a factor of 5 for iron and even have the wrong sign for nickel
[28]. A recent paper identified the main mechanism for iron as a Dzyaloshinskii-Moriya-like
interaction based on a symmetry-breaking distortion of the lattice [29].
Empirically, the total free energy for the magnetoelastic coupling is given by [21]

Fme = −b1(ηxxm2
x + ηyym2

y + ηzzm2
z)− b2(ηxymxmy + ηyzmymz + ηzxmzmx) (2.10)

Here b1 and b2 are the magneto-elastic coupling parameters and ηij is the strain in a certain
direction. In this work it is assumed that there is only one contribution to ηzz. This is a
good approximation for a continuous thin film where the probed region is homogeneously
pumped. In addition, the out-of-plane expansion of the continuous film is is enhanced as
the in-plane expansion is compensated. [20]
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2.1.5 Temperature dependence and effective field

The anisotropy constants show a strong dependence on temperature [30, 31]. The anisotropy
almost always decreases with increasing temperature and disappears before the Curie tem-
perature is reached. A typical model to describe the temperature dependence is based on
the assumption that the deviation of the individual magnetic moments from the mean ori-
entation increases with increasing temperature. In this model the temperature dependent
anistropy is given by the following proportionality [26]

Kn

Kn
0

∝ m
n(n+1)

2 (2.11)

Where n is the power of the anisotropy function. For the uniaxial anisotropy Ku (n = 2) and
the cubic anisotropy K1 (n=4) then the following relationship exists

Ku

Ku,0
∝ m3, (2.12)

K1

K1,0
∝ m10. (2.13)

In contrast to the method described above, this work employs an alternative approach to
incorporate temperature-dependent anisotropy. Instead of neglecting temperature depen-
dence or using the model that fails for materials other than iron, we replace the magneti-
zation in the free energy formulas with a temperature-dependent reduced magnetization,
denoted as m → m.
To model the magnetization, not the external field, but the effective field, which is derived
from the total free energy of the macroscopic magnetization µ0He f f = −∇M F is important.
For nickel the MCA is small and can be neglected so the effective field is written as:

Heff = Hext − Neff
z Msatmzez + Neff

x Msatmxex +
b1η

µ0 Msat
mzez (2.14)

Neglecting higher order contributions to the MCA of cobalt, the effective field in this case
can be expressed by

Heff = Hext − Neff
z Msatmzez +

2 Ku

µ0 Ms
mzez + Neff

x Msatmxex +
2 b1η

µ0 Msat
mzez (2.15)

For both cases the effective field can be written as:

Heff = Hext − Hsatmzez + Hunimxex + Hmemzez (2.16)

Here Hsat is the saturation field , Huni is the uniaxial field and Hme is the magnetoelastic
field.

2.2 Mean-field model and the length of the magnetization

The magnetization of a sample depends strongly non-linearly on the temperature. While
for small temperatures the magnetization is due to the excitation of spinwaves [24] pro-
portional to

(
1 − (T/TC)

3/2
)

at high temperatures the magnetization decreases drastically
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until it vanishes at the Curie Temperature TC. This section aims to describe this tempera-
ture dependence in the context of the mean-field model. The basic idea is that a sponta-
neous magnetization exists, i.e. ordered magnetization in specific regions or domains that
an external field can macroscopically align. To explain the spontaneous magnetization, the
magnetic moments of the atoms must be aligned and prevail the thermal motion. A simple
explanation for this alignment would be the magnetic dipole interaction between the mag-
netic moments, but a closer look reveals that this interaction is too small and only allows for
magnetic ordering at temperatures below 1 K. In order to understand the magnetic order at
higher temperatures, a much stronger interaction must therefore be important. In the early
days of this theory, Pierre Weiss postulated an enormously strong molecular field with a
field strength of about 1000 T. Nowadays we understand this enormous field in the context
of quantum mechanics as an exchange interaction between magnetic moments [23].

2.2.1 Exchange energy and mean field model

The exchange energy between magnetic moments is a consequence of the Coulomb inter-
action, in conjunction with quantum mechanical effects such as the Heisenberg uncertainty
principle and the Pauli exclusion principle. In the Heisenberg model of magnetism, the ex-
change interaction between the localized electrons in the crystal lattice is expressed by the
following Hamiltonian: [24]

H = − J
h̄2

z

∑
j=1

Si · Sj . (2.17)

The interaction energy depends on the exchange constant J and the scalar product of the
angular momentum vectors of neighbouring magnetic moments Sj. The average exchange
energy is given by replacing the magnetic moment Sj with the mean value over time ⟨Sj⟩.

E = −z
J

h̄2 ⟨Si⟩ · Sj . (2.18)

The effect of this approximation is depicted in Figure 2.4; instead of looking at the interaction
of all spins with each other, a single spin interacts with the mean value of the other spins.
The magnetization can be expressed in terms of the mean value of the spins,

a) b)

FIGURE 2.4: Approximating the exchange interaction a) Spins on a lattice
that interact via exchange coupling b) The interaction of the spins can be ap-
proximated by only looking at one spin and describe all other spins by their
mean value.
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M = −ngµB
⟨Sj⟩

h̄
, (2.19)

where n is the density of atoms, g is the Landé-factor and µB is the Bohr magneton. If we
now substitute the magnetization into the upper equation and compare this with the energy
of a magnetic moment µ in a magnetic field

E = − (−gµBSi) ·
zJh̄

ng2µ2
B

M = −µ · BA , (2.20)

one finds the exchange field or molecular field BA,

BA =
z J

ng2µ2
B

M = µ0γmf M. (2.21)

Here γmf is the so-called molecular field or mean field constant [23, 24] .

2.2.2 Temperature dependence

In summary, the approximation is thus to describe the magnetization with the help of a
single magnetic moment that experiences the external field and a molecular field produced
by the other magnetic moments.

B = Bext + BA = Bext + µ0γmf M (2.22)

As depicted in Figure 2.5, this system can be described as a two level system where the

B = 0 B = Bext + BA

ms

+1/2

-1/2

μ

-μ

+μ

FIGURE 2.5: Splitting of energy levels in magnetic field The energy levels
split due to the magnetic field that is mostly generated by the exchange in-
teraction (mean-field). The lower energy level is preferred for temperature
where kBT ≪ µB, which leads to a total magnetization parallel to the field.

magnetic moment can occupy two different states 2. Either it is parallel Ms = −1/2, µ =
1
2 gµB ≈ µB or antiparallel Ms = 1/2, µ = − 1

2 gµB ≈ −µB to the effective field. As mentioned
earlier, the postulated molecular/mean field has an enormous field strength BA ≫ Bext .
Then the occupation numbers of the parallel Np and the antiparallel state Na are given by

2For materials such as Fe, Co and Ni, this description is sufficient. One must introduce further levels for ma-
terials with a large magnetic moment, such as gadolinium (mJ = −7/2 ... 7/2). If one generalizes the derivation
for arbitrary values of J, one obtains the Brillouin function.
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[32]

Np

N
=

exp (µBBA/kBT)
exp (µBBA/kBT) + exp (−µBBA/kBT)

(2.23)

Na

N
=

exp (−µBBA/kBT)
exp (µBBA/kBT) + exp (−µBBA/kBT)

(2.24)

Expressing the magnetization as the balance of parallel and antiparallel states, and by writ-
ing x = µBBA/kBT, one finds the following relation for the magnetization:

M(T) = N µB

(
Np

N
− Na

N

)
= N µB

(
ex − e−x

ex + e−x

)
= Msat tanh(x) (2.25)

writing out this expression, one finds,

M(T) = Msat tanh
(

µBBA

kB T

)
, (2.26)

in terms of normalized magnetization m = M
MS

, one can rewrite this as

m(T) = tanh
(

µBBA

kB T

)
= tanh

(
µBµ0γmfMsat(0)m(T)

kB T

)
= tanh

(
TC m(T)

T

)
, (2.27)

here TC is the Curie temperature TC = µB BA/kB = µBµ0γmfMsat(0)/kB and Msat(0) is
the saturation magnetization at absolute zero temperature. The relations in 2.27 cannot be

element BA (T) TC (K)

Fe 1553 1043
Co 2067 1388
Ni 949 637

TABLE 2.2: Curie temperatures and calculated molecular fields for 3d transi-
tion metals. [23]

.

solved analytically for m(T) as it is a transcendental equation. However, one can solve this
numerically by re-expressing this as

m(T)− tanh
(

TC m
T

)
= 0, (2.28)

since there are many very efficient algorithms for finding zeros.

2.2.3 Free energy formulation

Section 2.1 describes how the orientation of the magnetization can be determined by min-
imizing the free energy. This section aims to briefly describe how the amplitude of the
magnetization can be calculated in the free energy framework. For the Ising model the free
energy is given by [33]

FIs
L (m) = − kB TC

2
m2 − µB B m +

kB T
2

log
[

1 − m2

4

]
+ m kB T arctanh(m), (2.29)
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and for the mean-field model it is [34]

Fmf
L (m, B) = − kB TC

2
m2 − µB B m +

kB T
2

[(1 + m) ln(1 + m) + (1 − m) ln(1 − m)]− kB T ln(2)

(2.30)

For both models one can find the temperature dependent magnetization by minimizing the
free energy. For the Ising model the equlibrium condition becomes

FIs
L (m)

dm
= −µB B − kB TC m + kB T arctanh(m) = 0

↔ m = tanh
(

TC m
T

+
µB B
kB T

)
(2.31)

The same result is obtained by minimizing the free energy of the mean field model

Fmf
L (m)

dm
= −µB B − kB TC m +

kB T
2

ln
(

1 + m
1 − m

)
= −µB B − kB TC m + kB T arctanh(m) = 0

(2.32)

For B = 0 this yields the same temperature dependence as for the mean field model (equa-
tion 2.27). In figure 2.6 this temperature-dependent magnetization for various external mag-
netic fields is compared with data from nickel, cobalt and iron [35]. It can be seen that this
model describes the temperature dependence for these materials in good approximation.
External fields lead to deviations near the Curie temperature as BA ≈ Bext.

B = 2.5 T

0 200 400 600 800 1000 1200 1400
T/Tc

0.2

0.4

0.6

0.8

1.0

m

Nickel
Iron
Cobalt

B = 0 T

FIGURE 2.6: Temperature dependence of the magnetization for the 3d tran-
sition metals nickel (red), iron (orange) and cobalt (blue). The solid lines rep-
resents the solution of equation 2.31 for different external fields from 0 up to
2.5 T. The data (dots) are taken from [35]

2.3 Magnetization dynamics

To describe the magnetization dynamics after laser excitation, two different quantities are
of interest. First, how the orientation of the magnetization mmm changes and second, how the
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amplitude of the magnetization m changes. The following section deals with the description
of the magnetization precession in the context of the Landau-Lifshitz-Gilbert (LLG) equation
and the description of the laser-induced ultrafast demagnetization dynamics. At the end of
this chapter, a simple model is presented that combines these two types of dynamics by
using non-norm conserving LLG equation.

2.3.1 Directional dynamic

The precession dynamics of the magnetization is described with the help of the LLG. This is
given as [36]

∂m
∂t

= −γµ0m × Heff + αm × ∂m
∂t

. (2.33)

In this equation, Heff is the effective field, which is composed of the external field, plus
material-specific other fields (equation 2.16), γ is the gyromagnetic ratio, and α is a damping
constant. This equation can be rewritten in the same form as the Landau-Lifshitz equation.
For small damping they are even identical. For large damping, however, the precession
frequency is reduced, similar to a damped harmonic oscillator. The rewritten equation is

∂m
∂t

= − γµ0

1 + α2 m × Heff −
γαµ0

1 + α2 m × (m × Heff) (2.34)

The first term of this equation is responsible for the precession of the magnetization, the
second term is responsible for the damping of the dynamics until the magnetization has
reached the new equilibrium. The equilibrium position of the magnetization can be deter-
mined by setting this equation to zero. Two conditions characterize the equilibrium position:
either the magnetization is parallel to the effective field or the effective field has to vanish
For an effective field as given in the equation 2.16, the magnetization in the initial position
generally points in the same direction as the effective field. The special case where the effec-
tive field vanishes applies when uniaxial contributions Huni are neglected and the external
field is perpendicular to the sample plane and smaller than the saturation field Hsat. Displac-
ing the effective field from equilibrium initiates magnetization dynamics. This displacement
can happen for several reasons: If the sample is heated by laser excitation, it generally ex-
pands, leading to local strain that alters the effective field via the magneto-elastic coupling.
The strain consists of the quasi-static thermal expansion and propagating picosecond strain
pulses. Demagnetization can also lead to precession. In this case, the demagnetization re-
duces the contribution of the saturation field and the effective field is displaced. A detailed
discussion of these phenomena is given in section 4.1.

2.3.2 Demagnetization

As described in section 2.2, the magnetization depends sensitively on the temperature.
Therefore, it is necessary to model the laser-induced temperature change before modeling
the demagnetization. The response of the magnetization can be described in the framework
of a microscopic two-temperature model introduced by Koopmans et al. [37]. Three differ-
ent subsystems constitute the material. These are the electron system with temperature Te,
which is heated by the laser excitation, the phonon system with temperature Tp, to which
the electron system transfers heat until they have the same temperature, and the magnetiza-
tion, which depends on Te and Tp. This model is characterized by the following 3 equations
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[37]:

dTe

dt
= −

Gep

Ce
(Te − Tp) +

P(t)
Ce

, (2.35)

dTp

dt
= −

Gep

Cp
(Tp − Te), (2.36)

dm
dt

= Rm
Tp

TC

(
1 − m coth

mTC

Te

)
. (2.37)

Here, R is a coupling constant, for Nickel, R is 17.2 1
ps and for Cobalt 25.3 1

ps [37]. Gep is
the electron phonon coupling, which determines the rate at which energy is transferred
between the electronic and phononic systems. Ce and Cp are the heat capacities of these
systems. The equilibrium position in this model can be found by setting equation 2.37 to
zero. This condition can be rewritten as follows

0 =

(
1 − m coth

mTC

Te

)
↔ 1 = m coth

(
TC m

T

)
↔ m = tanh

(
TC m

T

)
, (2.38)

surprisingly it becomes identical with the temperature dependent magnetization in the
mean-field model (equation 2.27).
In the vicinity of the ferromagnetic phase transition, the heat capacity of the material in-
creases dramatically. This increase must be taken into account when describing the temper-
ature dynamics near the ferromagnetic phase transition. This is done, for example, within
the scope of the strong electron-spin coupling two temperature model (s-TTM) [38]. Here,
the heat capacity of the electrons is extended by a contribution that takes into account the
degree of freedom of the spins and thus their contribution to the total heat capacity. It was
shown that this extension also corrects the temporal evolution of the phonon temperature,
as the electron system now can store more energy, which in turn lowers the temperature of
the phonon system [39].

2.3.3 Combining precession and demagnetization

The main focus of this work is to describe the precession dynamics in nickel and cobalt. As
mentioned above, this is done using the LLG equation. Demagnetization effects are often
inevitable in real experiments, especially for nickel which has a comparatively low Curie
temperature both phenomena have to be combined for a complete description of the mag-
netization dynamics. In the literature this is achieved within the framework of the Landau-
Lifshitz-Bloch equation [40, 41]. In this work, however, a different, and potentially less
complex approach is taken, based on the assumption that the longitudinal and transverse
dynamics occur on separate timescales. Rewriting the derivative of the magnetization to
separate the longitudinal and transverse dynamics yields:

∂m
∂t

=
∂(|m| m̂)

∂t
= |m|∂m̂

∂t
+ m̂

∂|m|
∂t

. (2.39)

This modified LLG equation was used by Hudl et al. [19] to model THz-induced magneti-
zation dynamics in CoFeB thin films. The first term describes the precession of the magneti-
zation, i.e. how the orientation of the magnetization changes with time. Here ∂m

∂t is assumed
to be given by given by the LLG equation. Since this term is multiplied by the amplitude of
the magnetization, the precession frequency decreases for smaller amplitudes. The second
term describes how the amplitude of the magnetization changes with time. The product
with the orientation of the magnetization ensures that this only changes the length of the
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magnetization vector. This is based on the assumption that the demagnetization dynamics
are independent of the orientation of the magnetization. Since the main focus of this work is
on the precession dynamics, which takes place on a time scale of about 100 ps, the ultrafast
demagnetization dynamics, which takes place on time scales shorter than 100 fs [37], is mod-
elled by solving equation 2.27 for each time step, where T = Tp. Section 4.1 shows that this
provides an excellent description of the demagnetization dynamics in the nickel samples.
This simplification is possible because the excitation fluence is relatively small so that the
phonon temperature in the probed region is far from the Curie temperature. In addition, the
thermal coupling constant Gep of electrons and phonons is relatively large for nickel, which
leads to a fast equilibration (≈ 5 ps) of the two baths [37]. On the timescales of interest it can
then be assumed that the magnetization is in thermal equilibrium. However, deviations are
expected for short time scales where Te ̸= Tp.
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Chapter 3

Sample structure and experimental
setup

The magnetization dynamics are determined by the effective field. Since this is derived from
the free energy, an understanding of the precession dynamics requires an understanding of
the free energy associated with the magnetization. In particular, the free energy is affected
by the magnetocrystalline anisotropy due to the crystal structure of the sample. The sam-
ples used in the experiments are polycrystalline. In the case of completely random poly-
crystalline growth, no magnetocrystalline anisotropy would occur. More often, a preferred
direction, also known as a crystallographic texture, is observed. This creates anisotropy
along an average preferred direction. In this chapter, the four different samples, two nickel
and two cobalt samples, used in this thesis will be introduced. To study the free energy,
the samples are characterized using out-of-plane magnetic hysteresis measurements and
ferromagnetic resonance (FMR) measurements for the two nickel samples. The crystalline
structure of all samples is studied using X-ray diffraction measurements.

3.1 Characterization of samples

A schematic representation of the samples used in the experiments is shown in figure 3.1. A
total of four different samples were used in the experiment. These were prepared by mag-
netron sputtering by Dieter Engel at the MBI Berlin. PGO is a glass substrate (400 µm thick)

Ni 20 nm Ni 200 nm Co 20 nm JGS2Co 20 nm PGO

PGO

Ta 3nm
Pt 3nm

Ni

Pt 2nm

PGO

Ta 3nm
Pt 3nm

Co

Pt 2nm

JGS2

Ta 3nm
Pt 3nm

Co

Pt 2nm

PGO

Ta 3nm
Pt 3nm

Ni

Pt 2nm

FIGURE 3.1: Schematic representation of the samples utilized in the exper-
iment. The two nickel samples have different widths, while the two cobalt
samples are grown on a different substrate.

from the company PGO. The material is a selected float glass (mainly soda-lime) with re-
duced iron content. JGS2 is a pure fused silica substrate with a thickness of 170 µm, suitable
for use in the UV-optical range. The general structure of the samples is the same. To achieve
polycrystalline growth, the samples are grown on a tantalum layer followed by a platinum
seed layer (3 nm each). This is followed by the magnetic layer and a 2 nm thin platinum
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layer to protect the ferromagnet against oxidation. The high atomic number of platinum
(Pt) increases the magnetic optical Kerr effect (MOKE) contrast at the cobalt-platinum (Co-
Pt) interface due to the enhanced spin-orbit coupling.

3.1.1 Magnetic properties

To characterize the magnetic properties, the out-of-plane hysteresis loop of the samples was
measured using polar MOKE at a wavelength of 400 nm. The results for the different sam-
ples are shown in figure 3.2. As mentioned earlier, the equilibrium position of the magne-
tization can be calculated by minimizing the free energy. This approach is used to simulate
the measured hysteresis loop for each sample. The simulated hysteresis loops reproduce the
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FIGURE 3.2: Static hysteresis: (a) for the 200nm Ni sample; (b) for the 20nm
Ni sample c) for Cobalt grown on PGO and (d) for Cobalt grown on JGS2;
saturation for the nickel samples is reached at B ≥ 0.45 T, for the cobalt sample
saturation is reached at B ≥ 1.8 T. The grey line indicates the fitted hysteresis
derived from minimizing the free energy.

overall shape of the measured curves remarkably well. However, the splitting of the mea-
sured field up and field down curves cannot be reproduced. The reason for this splitting is
the existence of magnetic domains [23], which are not considered in this simple description.
FMR measurements of the two nickel samples were performed by J. Carlos Rojas-Sánchez
in Nancy. For the cobalt samples we can only estimate the saturation field. For the nickel
samples this allows us a cross-check between the out-of-plane hysteresis loop and the FMR
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Ni 200 Ni 20 Co PGO Co JSG2

Ms (A/m) 4.2 · 105 4 · 105 1.44 · 106 1.44 · 106

Ne f f
z 0.75 0.72 1 1

Hsat (mT) 396 362 1810 1810

Ku (J/m³) −2.64 · 103 2.51 · 103

Huni (mT) -12.6 12.5

b1 (J/m³) 8.1 · 106 8.1 · 106

Hme (mT/h) 38.6 40.5

TABLE 3.1: Magnetic properties of the samples. The saturation magnetiza-
tion Ms, the effective saturation magnetization Me f f

s , giving rise to an effective
shape anisotropy and the uniaxial in-plane anisotropy Ku are tabulated.

measurements to not only estimate the saturation field, but also possible uniaxial fields. Fig-
ure 3.3 shows the in-plane FMR measurements as well as a fitting function for the two nickel
samples. By fitting the hysteresis curve and the FMR measurement, the parameters listed in
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FIGURE 3.3: FMR measurement: (a) for the 200nm Ni sample; (b) for the
20nm Ni sample. The data is fitted using the Smit-Beljers formalism [25, 42],
which is further discussed in section 4.1.2.

table 3.1 were determined for the samples. Since the hysteresis curve can be described by a
wide range of parameters for Ne f f

z and Ku, the FMR measurement is necessary to obtain an
accurate picture of the anisotropies. For the sake of completeness, the magneto-elastic cou-
pling constant is also included in this table, although this is only determined by adjusting
the simulations in section 4.1.

3.1.2 Structural properties

In order to investigate the crystalline structure of the samples, they were analyzed us-
ing X-ray diffraction. The measurements of the samples were carried out at a commercial
laboratory-based X-ray diffraction setup (NAME) in collaboration with Sema Sarisözen. The
sample was placed on a fixed sample table and the X-ray source and detector were moved
at a certain angle of incidence/deflection to the sample. The measurement method itself
is based on the Bragg condition. If the angle of incidence is chosen such that the Bragg
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condition is satisfied, the maximum intensity measured on the X-ray detector is obtained.

2d sin(θ) = nλ (3.1)

Figure 3.4 depicts the measured X-ray intensity as a function of the incident angle. Cop-
per was used as the cathode material, so the wavelength of the X-rays corresponds to the
copper K-alpha line, i.e. 1.54 Å. All samples show a strong maximum at an angle of approx-
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FIGURE 3.4: X-ray diffraction measurement (ϑ-2ϑ): (a) for the nickel samples
(b) for the cobalt samples. The inset in the upper right-hand corner shows the
diffraction signal for a wide range of angles, the main figure shows the signal
in the vicinity of the strongest peak. The wavelength of the X-Ray source is
1.54 Å.

imately 45°. This maximum corresponds to the [0002] direction for the cobalt samples and
⟨111⟩ directions for the nickel samples. The different amplitude of the two nickel samples is
due to the different thickness of the two samples. The difference for the two cobalt samples
indicates a different crystallographic texture. From the higher peak intensity for the same
film thickness, it can be concluded that the sample grown on JGS2 shows a higher degree of
crystallinity than the sample grown on PGO. Different magnetic anisotropies are therefore
conceivable for the two samples. Characterization using FMR would provide more infor-
mation on this.

3.2 Experimental setup

The magnetization of a sample can be measured in several ways. One common method
is the vibrating sample magnetometry (VSM) method. The sample oscillates in a homo-
geneous magnetic field and the absolute magnetization is determined by measuring the
induced voltage in pick-up coils. In contrast, magneto-optical measurements provide only
a relative change in magnetization. This is achieved by probing the field-dependent po-
larization rotation or ellipticity change of light in an all-optical setup. This allows for the
measurement of ultrafast phenomena such as precession and demagnetization on picosec-
ond and subpicosecond time scales in a pump-probe scheme.



3.2. Experimental setup 25

3.2.1 Magneto-optical Kerr effect (MOKE)

In 1845, Michael Faraday observed that the polarization of linearly polarized light rotates
during transmission through a glass rod when an external magnetic field is oriented parallel
to the propagation direction [43]. He noted that the rotation of the polarization is linearly
proportional to the external field and that no effect is seen when the magnetic field is perpen-
dicular. Some years later, in 1877, John Kerr published his results on the same observation,
but for reflected light [44]. These two related phenomena, now called the Faraday and Kerr
effects, are commonly used to measure magnetic behavior [45, 46].
Depending on the orientation of the magnetization in the sample and the angle of incidence
of the linearly polarized light on the sample, three types of MOKE effects are distinguished:
polar, longitudinal and transverse magneto-optical Kerr effects. These three cases are shown
in the figure 3.5. As shown later in figure 3.8, the time-resolved MOKE setup of the UDKM

y

y

z

M M M

a) b) c)

FIGURE 3.5: Three different MOKE geometries:. a) polar MOKE b) longi-
tudinal MOKE c) transverse MOKE; the blue line represents the incident and
reflected linearly polarised light.

group but can be used for polar Moke measurements. Therefore, this section is limited to
this technique. For a more detailed discussion on this topic, specialized literature is recom-
mended [47, 48].
To describe the polar MOKE, it is convenient to think of linearly polarized light as a superpo-
sition of left circularly polarized (lcp) and right circularly polarized (rcp) light. A circularly
polarized wave propagating along the z-direction is written as

E±(r, t) =
1√
2

E0 (x̂ ± iŷ) exp (ikz z − iωt). (3.2)

For an observer to whom the wave is moving, a positive helicity means that the electric
field rotates counterclockwise. This is called left circularly polarized light. The behavior
of an electromagnetic wave in a medium is described by the dielectric tensor ϵ(⃗k, ω) or
the resulting refractive index n(k, ω) according to the Fresnel formulas. Due to the low
momentum of light quanta in the visible spectrum, the k dependence can be reasonably
neglected. For the general case, ϵ(ω) is rather complicated, since the crystal symmetry and
the direction of the magnetic field must be taken into account. For special cases, such as the
polar MOKE geometry, the dielectric tensor simplifies [47]. Here the magnetic field pointing
in the z-direction introduces off-diagonal terms and ϵ takes the following form

ϵ =


ϵxx ϵxy 0

−ϵxy ϵxx 0

0 0 ϵzz

 (3.3)
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For the polar MOKE geometry the refractive index for the corresponding circularly polar-
ized wave is written as

n2
± = ϵxx ± iϵxy. (3.4)

From the definition of the index of refraction

n = c0/cphase k̂ =
c k
ω

, (3.5)

together with equation 3.2, the reason for the MO Kerr effect becomes obvious, lcp and rcp
light have a different index of refraction

E±(r, t) =
1√
2

E0 (x̂ ± iŷ) exp
(

i
ω

c0
n± · z − iωt

)
. (3.6)

If the magnetization is non-zero, so is ϵxy. As a consequence the amplitude and phases of the
two reflected modes become unequal. In figure 3.6 the change of amplitude and phase are
depicted. At the microscopic level, the origin of the different dielectric functions is highly

polarization axis

lcp

rcp

elliptical
polarization axis

b)a)

FIGURE 3.6: Principle of MO Kerr effect:. a) situation before reflection b)
wave after being reflected; in this depiction the change of amplitude and
phase of the rcp wave is stronger than for the lcp wave. The phase shift leads
to a rotation of the polarization axis and the different amplitudes to Kerr el-
lipticity.

complex. For an accurate description, the spin and magnetic field dependent shift of the
electronic band structure must be considered in the framework of spin density functional
theory (SDFT). [49, 50] However, the different dielectric functions for left and right circularly
polarized light can also be understood in the context of a simple consideration, as shown in
a) Figure 3.7. Suppose there is a transition from a d to a p orbital and the energy levels are
split by a magnetic field. The figure shows that transitions with ∆ml = −1, the transitions
excited by lcp, have a smaller energy gap than transitions with ∆ml = 1. In the plot of the
frequency dependent dielectric function, b) figure 3.7, the different transition energies cause
the dielectric functions for lcp and rcp to be shifted relative to each other. Consequently, the
refractive indices for these two modes are also different.
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FIGURE 3.7: Schematic microscopic explanation of MO Kerr effect:. a) Due
to the interaction with the magnetic field, the energy levels split. As a conse-
quence the transition frequency for lcp and rcp become different. b) The real
(solid line) and imagniary (dotted line) part of the dielectric function for lcp
and rcp light with different transition frequencies.

3.2.2 Time-resolved MOKE setup

Ultrafast magnetic phenomena occur on such short time scales that traditional measurement
methods, analogous to video recording, are impossible. For this reason, the stroboscopic
pump-probe method is used to measure the magnetic response. This method uses a short
laser pulse. It is split into a pump, the part that initiates the dynamics, and a probe, the
part that measures the response of the sample. By adjusting the time delay between the
pump and the probe, it is possible to measure dynamics down to the pulse duration, which
can be in the attosecond range [51]. Pump-probe experiments require that the system re-
turns to its initial state between each pump excitation. Time-resolved magneto-optical Kerr
effect (trMOKE) experiments based on the pump-probe method are among the most widely
used techniques to study magnetization dynamics [23]. The experimental setup used in the
UDKM group is shown in the figure 3.8. [18]. It is based on a Ti:Sa laser system that gener-
ates laser pulses of about 150 fs with a central wavelength of 800 nm and a repetition rate of
1 kHz. A beam splitter splits the beam into a pump and a probe part. A chopper is used to
adjust the repetition rate of the pump to 500 Hz. This ensures that each signal recorded after
pumping can be compared to an unpumped signal, which reduces the noise level. Several
mirrors direct the pump through the delay stage, controlling the delay between the pump
and the probe. A λ/2 waveplate can be used to adjust the pump power that is transmitted
through a Glan-Taylor polarizer. The diameter (0.4 - 1 mm) of the laser spot on the sample
can be adjusted by the position and focal length of a focussing lens. To keep the pump spot
position constant, part of the pump is directed to a CCD camera. The CCD signal is used to
detect and counteract any displacement using a motorized mirror.
A telescope is used to reduce the diameter of the probe. A BBO crystal is then used to double
the frequency. This is done to spectrally separate any pump reflected light that may disturb
the measured polarization change. Additionally, the Kerr rotation is larger for 400 nm than
for 800 nm [52]. The power of the probe beam can also be adjusted using a λ/2 waveplate.
The spot size of the pump (≈ 100 µm in diameter), is much smaller than for the pump (≈
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500 µm in diameter). The probe beam is directed perpendicular to the sample surface and re-
flected from it. The reflected light is passed through a λ/2 waveplate and a Wollaston prism
onto a balanced photodiode. The light is spatially split into p- and s-polarized components
in the Wollaston prism and their proportions are measured by a balanced photodiode. The
λ/2 waveplate in front of the Wollaston prism is used to adjust the proportions of p- and
s-polarized light before measurement so that the signal from the balanced photodiode is not
saturated. A small change in the polarization axis will then result in a measurable voltage
difference. Since the Kerr rotation is proportional to the projection of the magnetization di-
rection onto the wave vector of the probe, the magnetization perpendicular to the sample,
called mz, is measured in this configuration. The magnetic field in our experiment can be
provided in 2 ways, either by an electromagnet, as shown in the figure 3.8, or by a rotatable
permanent magnet placed above the sample.

FIGURE 3.8: Time-resolved polar MOKE setup: Laser pulses with a cental
frequncy of 800 nm are provided by the laser system. The beam is then split
into a pump and a probe. Via a chopper the reptition rate of the pump is set to
500 Hz, and it is then directed over a delay stage. The fluence can be set using
a λ/2-waveplate together with a polarizer and a converging lense. The probe
is frequency doubled using a BBO crystal to distinguish it from the pump.
Its power is adjusted via a λ/2-waveplate and directed perpendicularly onto
the sample’s surface. The reflected light is analyzed for polarization changes
using a Wollaston prism and a balanced photodiode.

One of the major advantages of all optical setups is their flexibility. For example, the
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temporal evolution of the reflectivity can be measured with the same setup by simply flip-
ping a mirror. The reflectivity measurement path is shown by the dotted lines in figure 3.8.
The probe pulse must be split into a reference signal going to one diode and a measurement
signal reflected from the sample to the other diode. The reflectivity signal is then obtained
from the difference between the diode signals. For a more detailed description of the setup,
the reader is referred to [53].
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Chapter 4

Magnetization precession in nickel
and cobalt

The dynamics of laser-excited magnetization represents a fascinating and rapidly evolving
field of research. Since the first measurements of ultrafast demagnetization dynamics [1, 2],
a large number of other phenomena have been observed. These include spintronics [54], all-
optical switching [55] and precession [56]. Significant progress has been made in the field
of magnetization precession alone. In addition to precession dynamics in ferromagnets [3],
high frequency dynamics have also been observed in materials with more exotic ordering
phenomena. These include antiferromagnets [57–60] and ferrimagnets [61, 62]. Excitation
and detection of higher-order standing spin waves [63, 64], coherent multi-pulse control [57,
65, 66], and inertial effects such as nutation dynamics [9, 10] are only a selection of interest-
ing advances in this field.
After laser excitation, a multitude of effects concurrently influence the effective field and,
consequently, the magnetization dynamics. It is challenging to ascertain the relative impor-
tance of each effect. Examples of these effects include ultrafast demagnetization, changes
in magnetocrystalline anisotropy, magnetoelastic coupling, and during laser excitation, in-
verse Faraday and Cotton-Mouton effects. However, these effects are strongly influenced by
the laser excitation parameters, the sample geometry, and the direction and strength of the
external field. In the following we experimentally separate them by an appropriate choice of
measurement conditions. In section 4.1 the measurements of the nickel samples described
in chapter 3 are compared with simulations performed with the UDKM1DSIM toolbox [17]
in combination with a newly developed LLG solver. The possibility to enhance or diminish
each effect in the simulations allows for the isolation of the most significant contributions
to the magnetization dynamics in the time or frequency domain. This approach provides
a comprehensive understanding of the dominant effects that drive the magnetization dy-
namics. Section 4.2 discusses the magnetization response of the two 20 nm thin cobalt films
grown on different substrates. Here the magnetization is not modeled in the same way as
in the previous section. The section focuses on describing the influences of various param-
eters such as the strength or direction of the external field, the fluence, and the substrate
on which the samples were grown which influences the anisotropy. The last section 4.3
demonstrates a coherent control scheme where the precession is enhanced or attenuated by
a second pump pulse. In this section, the knowledge gained from the previous two sections
on the different precession driving mechanisms is employed to control the magnetization
by adjusting the pump-pump delay. Here, the nonlinear influence of the demagnetization
and the linear strain response is considered, unlike in typical coherent control experiments,
where the mechanisms that drive the precession are the same for both pump pulses.
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4.1 Magnetization response in Nickel films for various excitation
conditions

The magnetization dynamics following laser excitation were measured for two distinct sam-
ples: a 20 nm thin nickel sample and a 200 nm thick sample. The 200 nm thick sample
was measured under two distinct measurement geometries: frontside excitation, where the
pump and probe pulses are on the same side of the sample, and backside excitation, where
the pulses are on the opposite sides. In this experiment, the influence of direct and indi-
rect laser excitation of the magnetization is investigated. For the 20- nm-thin sample, only
measurements for backside excitation are shown. A rotating permanent magnet was used
to vary the direction of the external field. The measured results and a sketch of the measure-
ment geometry are shown in figure 4.1. The measurements on the 20 nm thin film in figure
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FIGURE 4.1: Sketch of the setup and measurement results of the rotation
series: (a) Sketch of the trMOKE setup in the backside pump, frontside probe
geometry. The permanent magnet provides a magnetic field of about 400 mT
at the probe position. (b) Measurement of the 20 nm sample, the upper right
sketch shows the measurement geometry, the gray line shows the time re-
solved change of the reflectivity and the colored lines show the measured
magnetization dynamics for the external field angles from 0-90°, (c) Same as
(b), but here the dynamics of the 200 nm thick film for the backside pump are
shown. (d) Shows the results of the 200 nm thick film in the front side config-
uration The measurements were made at 3mJ/cm², 23mJ/cm² and 12mJ/cm²
respectively.

4.1 (b) show an initial fast demagnetization. The magnetization then processes with an am-
plitude and frequency that depend on the field angle. While the amplitude of the signal
decreases as the angle increases, the frequency of the precession increases. The reflectivity
signal shows a step-like change, followed by very fast, strongly damped oscillations, and a
persistent periodic signal. The strongly damped oscillations in the first 50 ps indicate sound
waves generated by the rapid expansion of the nickel layer. These sound waves propagate
through the nickel layer. The persistent periodic signal can be identified as a Brioullin oscil-
lation. Since a certain portion of the probe pulse penetrates the substrate, as shown in the
optical penetration profile in figure 4.1 (c) above, the interaction of the light with the sound
waves in the substrate leads to alternating constructive and destructive interference. The
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frequency of these oscillations is given by [67]

fB =
2 n v

λ
, (4.1)

where n is the index of refraction, v is the speed of sound in the substrate, and λ is the
wavelength of the probe pulse. Plugging the substrate parameters from the 4.1 table into
this equation yields a frequency of 42.8 GHz. This is in reasonable agreement with an FFT
analysis of the reflectivity, which gives a frequency of 44.5 GHz.
The trMOKE measurement of the 200 nm thick film in the backside excitation geometry, fig-
ure 4.1 (c), shows a slow demagnetization on the scale of hundreds of ps. The precession
frequency increases with increasing external field angle, as in the case of the 20 nm thick
film, while here the precession amplitude increases until it starts to decrease after an angle
of about 45°. It is interesting to note that the precession amplitude increases within two pe-
riods at these optimal angles. Like the demagnetization, the change in the reflection shows
slow dynamics on a time scale of a few hundred ps. In addition, the propagation of sound
waves through the sample is clearly visible. Their repetition time is 69 ps. For a 200 nm thick
nickel layer, this gives a sound velocity of 5.8 nm/ps, which is used in the simulations.
The 200 nm thick nickel film behaves in a very similar way to the 20 nm thick film in the
first picoseconds, the magnetization decreases rapidly on a very short time scale. This is
followed by remagnetization on a time scale of about 100 ps and magnetization precession.
Again, as with the 20 nm sample, the amplitude decreases at higher angles. As with all sam-
ples and measurement geometries, the frequency simultaneously increases. The reflectivity
signal shows a steep drop followed by a recovery similar to the trMOKE signal. In addition,
as with the other geometries, sound waves can be seen, but they are less pronounced than
in the case of excitation from the backside.
A convenient way to visualize this dataset is to calculate an FFT of the angle-resolved data
and fit it to obtain the amplitude and frequency of the magnetization precession for the dif-
ferent angles. Figure 4.2 shows the amplitude and precession frequency as they change with
the direction of the external field. Figure 4.2 (a) shows the change in amplitude as a function
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FIGURE 4.2: Angle-resolved amplitude and precession frequency: (a) nor-
malized amplitude (b) precession frequency; is shown for the different sam-
ples and geometries.
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of the external field angle. The 20 nm and 200 nm samples, the latter one excited from the
front have their maximum at an external angle of 0°. In contrast, the 200 nm sample excited
from the back has its maximum precession amplitude at about 45°. The plot of the preces-
sion frequency versus angle (b) shows a similar trend for all samples. For higher angles, the
frequency increases up to about 17 GHz. However, it can be seen that the frequencies for
the 20 nm film are slightly lower than those for the 200 nm film. The differences between the
measurements for the 200 nm sample can be attributed to small differences in the distance
and orientation of the permanent magnet.
The data raises three questions that will be answered in the following sections using simu-
lations of the dynamics of temperature, strain, and magnetization.

1. How can the reflection measurements be understood? This is done by simulating the
temperature and strain response of the samples using the UDKM1DSIM toolbox. The
change in reflectivity is then linearly approximated by the change in temperature and
strain in the probed region.

2. What is the reason for the increase in precession frequency as a function of angle, can
it be calculated analytically? The Smit-Beljers formalism is the method of choice. It
expresses the precession frequency analytically as a derivative of the free energy. The
frequency for different external field angles is recovered using the parameters found
in section 3.1.1.

3. Why do the 20 nm and 200 nm samples show a maximum precession amplitude at
0° for the front side excitation and the 200 nm sample shows a maximum at 45° for
the back side excitation? In particular, why is the precession amplitude of the 200 nm
back-excited sample highest at 45°, but not for the 200 nm front-excited sample? This
is done by modelling the response of the magnetization via the non-norm conserving
LLG equation as described in section 2.3.3. The simulation of strain and tempera-
ture and the magnetic parameters from section 3.1.1 are used to obtain a model of the
measured magnetization dynamics for the different orientations of the external field.
The simulations show that for the 20 nm and 200 nm samples in front-side excitation,
quasi-statice strain is the driving mechanism for precession. For the 200 nm sample in
backside excitation, strain pulses lead to a resonant enhancement of the precession.

In the following subsections, I will address these questions and explain the basic mecha-
nisms driving precession based on the measured data and simulations.

4.1.1 Temperature and strain dynamic

The time dependent change of the reflectivity ∆R(t) is modeled by linearizing it with the
change of the electron, the phonon temperature and the strain in the nickel layer [https://doi.org/10.1002/pssc.200563123 ,
68]:

∆R(t) =
∂R
∂Te

∆Te(t) +
∂R
∂T

∆Tp(t) +
∂R
∂η

∆ηacc(t), (4.2)

where ∆Te(t) and ∆Tp(t) are the electron and phonon temperature changes, and ∆ηacc(t)
is the acoustic strain including quasi-static strain and the strain pulses. To calculate the
change in reflectivity, the temperature and strain response must first be calculated for the
specific sample and excitation geometry. This is done using the UDKM1DSIM toolbox. For
the simulation of the samples the parameters specified in the table 4.1 were used. The re-
sults of the simulations for temperature and strain are shown in the figures 4.4, 4.5 and 4.6.
All these figures follow the same format. On the left side the spatio-temporal temperatures
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Element Nickel Platinum Tantalum PGO

heat capacity

lattice (J/kg K)
442 133 139 708

Sommerfeld constant

(J/kg K²)
0.12 0.034 0.023 none

thermal conductivity

electrons

phonons (W/m K)

81.4

9.6

66

5

52

5

0

2

electron-lattice

coupling ( W/m³ K)
1 · 1017 [39] 3.75 · 1017 [70] 3.75 · 1017 none

linear thermal ex-

pansion coefficent

lattice (1/K)

20.2 · 10−6 [71] 8.9 · 10−6 12.4 · 10−6 [72, 73] 8.7 · 10−6

linear thermal

expansion coeffi-

cent electrons (1/K)

3.88 · 10−9 [74] 20.2 · 10−6 [71] 2.11 · 10−9 none

sound velocity

( nm/ps)
5.8 4.24 4.24 [73] 5.7

refractive index

for 800 nm & 400 nm

2.3223+8.8820i

1.7163+2.5925i

[75, 76]

0.57617+8.067i

1.0433+3.0855i

[75]

0.99181+7.293i

1.3259+3.5442i

[75]

1.5

density (g/cm³) 8.91 21.45 16.68 2.49

TABLE 4.1: List of the simulation parameters: All other not referenced pa-
rameters are taken from Pudell 2020 [77]

for the electron and phonon system and the resulting strain are shown for the case where
only quasi-static strain (ηqs) and quasi-static strain together with strain pulses (ηacc) are con-
sidered. The right side shows the temperature and strain response in the probed region.
This is calculated by weighting these variables with an exponential function with the same
profile as the optical penetration depth of the probe. This weighted temperature and strain
response is used to model the laser-excited reflectivity response and magnetization dynam-
ics.
The simulations in figure 4.4 show the dynamics for the 20 nm thin nickel film in backside ex-
citation. The electronic system shown in (a) and (e) heats up first and then transfers its heat
to the phonon system (b) and (f) within a few picoseconds. The temperature of the phonon
is in equilibrium with the temperature of the electrons within 8 ps. The strain induced by
the heat alone largely follows the shape of the phonon temperature. On longer time scales
(g) the strain becomes smaller due to heat diffusion into the substrate. The propagation of
sound waves is shown in the acoustic strain map (d). The platinum layer immediately adja-
cent to the nickel layer are the main source of these waves, as this small layer absorbs a lot
of energy.
The simulations in figure 4.5 show the dynamic response of temperature and strain for the
200 nm thick nickel layer in the backside excited case. Again, the electrons first heat up and
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then transfer their heat to the phonon system (b) within a few picoseconds. (e,f,g) shows
that heat is transported through the sample on longer time scales. The acoustic strain map
(d) shows the propagation of sound waves reflected at the interfaces.
The simulations in figure 4.6 show the dynamics for the 200 nm thick nickel film for frontside
excitation. Again, the electrons first heat up and then transfer their heat to the phonon sys-
tem (b). Again, heat is dissipated on longer time scales, but now away from the probed
region rather than into it, as shown in (e,f,g). (d) shows the propagation of sound waves
reflected at the interfaces, as in the simulation for the backside excited sample.
The reflectivity changes for the different samples and excitation geometries can now be com-
puted from the simulations and the extracted temperature and strain response in the probed
region using the equation 4.2. The best agreement with the normalized reflectivity signal for
all these samples and excitation conditions was found for ∂R

∂Te
= −0.090, ∂R

∂Tp
= −0.019 and

∂R
∂η = −1.0. The simulated reflectivity dynamics along with the measured data are shown
in figure 4.3. Within this simple model, the simulated reflectivity change agrees well with

0 50 100 150 200 250 300 350 400
t (ps)

1

0

1

2

3

R 
(a

. u
.)

Ni 20nm back
Ni 200nm front
Ni 200nm back

FIGURE 4.3: Simulated and measured reflectivity response: for the nickel
samples under different excitation conditions. The darker colored lines for
the 200 nm sample, indicate the response where the strain pulses are manually
damped.

the measured reflectivity response. Because this model is relatively simple, there are several
reasons for the differences between the simulations and measurements. On the one hand,
the measured dynamics of the total reflectivity results from the change in reflectivity of the
platinum and nickel layers. However, the strain in the platinum layer is not treated differ-
ently from the strain in the Nickel layer since this would double the fit parameters. There are
several plausible reasons why the simulation shows longer and sharper strain pulses than
the corresponding measurement, as shown by the dark and light red and yellow curves in
figure 4.3. The actual impedance matching between the tantalum and platinum layers is
unknown. In addition, the dispersion of the sound waves, which could broaden them, and
the roughness of the interfaces, which attenuates the sound waves, are not included in the
UDKM1DSIM toolbox. The dark red and yellow lines in figure 4.3 are obtained by damp-
ing each strain pulse with an exponential decay. This corrected strain is used for further
simulations of the magnetization dynamics.
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FIGURE 4.4: Simulated strain and heat dynamic for Ni 20 nm (backside exci-
tation): (a) electron temperature map (b) weighed phonon temperature (c) cal-
culated strain considering only heat (d) calculated strain with hypersound (e)
weighed electron temperature (f) weighed phonon temperature (g) weighed
strain (only heat) (h) weighed strain (with hypersound); the black lines in the
colormaps indicate the interfaces between different materials. By applying
an exponential profile onto the Ni data at the probe position (left side), the
weighted temperature and strain dynamic is calculated.
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FIGURE 4.5: Simulated strain and heat dynamic for Ni 200 nm (backside
excitation): (a) electron temperature map (b) weighed phonon temperature
(c) calculated strain considering only heat (d) calculated strain with hyper-
sound (e) weighed electron temperature (f) weighed phonon temperature (g)
weighed strain (only heat) (h) weighed strain (with hypersound); the black
lines in the colormaps indicate the interfaces between different materials. By
applying an exponential profile onto the Ni data at the probe position (left
side), the weighted temperature and strain dynamic is calculated.
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FIGURE 4.6: Simulated strain and heat dynamic for Ni 200 nm (frontside
excitation): (a) electron temperature map (b) weighed phonon temperature
(c) calculated strain considering only heat (d) calculated strain with hyper-
sound (e) weighed electron temperature (f) weighed phonon temperature (g)
weighed strain (only heat) (h) weighed strain (with hypersound); the black
lines in the colormaps indicate the interfaces between different materials. By
applying an exponential profile onto the Ni data at the probe position (left
side), the weighted temperature and strain dynamic is calculated.
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4.1.2 Calculation of precession frequency

In the literature, measurements of the FMR frequency as a function of the external field
strength are often fitted with the Kittel formula [78]. In this context, two different measure-
ment techniques are distinguished: either the external field is parallel or perpendicular to
the sample plane. A more general description of the FMR as a function of the external field
is provided by the Smit-Beljers formalism [42]. This formalism has the advantage that for
any configuration of the external field where mz ̸= 1, the FMR frequency can be calculated.
A convenient notation, which avoids the unphysical behavior near mz = 1, is given by [25]:(

ω

γ

)2

=
1

M2
s

[
Fθθ

(
Fϕϕ

sin2 θ
+

cos θ

sin θ
Fθ

)
−

(
Fθϕ

sin θ
+

cos θ

sin2 θ
Fϕ

)2
]

. (4.3)

Here ω is the precession frequency, γ is the gyromagnetic ratio, Ms is the saturation magne-
tization, and the lower indices indicate the derivative of the free energy in spherical coordi-
nates. For the 20 and 200 nm nickel film the free energy for the case η = 0 is the sum of the
Zeeman energy FZee and the effective anisotropy Feff. The magnetic parameters from table
3.1 were used to compute the precession frequency. First the initial position of the magne-
tization has to be calculated. This is done numerically by minimizing the free energy, since
it is not possible to calculate the initial position of the magnetization for any orientation of
the external field analytically. Then the free energy and the corresponding derivatives are
calculated and inserted into equation 4.3. In figure 4.7 this method is compared with mea-
surements of the precession frequency for different angles of the external field. Given the
experimental conditions, especially since the field is quite inhomogeneous for a permanent
magnet, the data is well described by the chosen set of parameters. It should be emphasized
that the chosen parameters not only describe the precession frequency well, but also the
hysteresis curves shown in the figure 3.2.
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FIGURE 4.7: Simulated precession frequency: Angle-dependent precession
for the 200 nm (a) and that for the 20 nm thin sample (b). The same parameters
were used as in table 3.1, the Landé factor was set to g = 2.1. For the simulation
in (a) left, an external field of 360 mT was assumed, for the simulation shown
in (b) the external field is set to 430 mT.
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4.1.3 Modelling the amplitude of precession

To model the angle (ξ) dependent amplitude of precession, we simulate the dynamics of
the magnetization. The effects of strain and heat on the magnetization must be explicitly
calculated numerically since because the LLG equation is nonlinear. In this way, the complex
interaction between heat, strain and magnetization can be studied. For this purpose the
modified LLG equation (2.39) is used, which combines demagnetization and precession.

∂m
∂t

= m
∂m
∂t

+ m
∂m
∂t

= −m
[

γµ0

1 + α2 m × Heff +
γαµ0

1 + α2 m × (m × Heff)

]
+ m

∂m
∂t

(4.4)

The effective field, which captures the influence of strain and demagnetization on preces-
sion, is given by the equation 2.16

Heff = Hext − Hsatmzez + Hunimxex + Hmemzez (4.5)

The interplay of these two equations governs the magnetization dynamics. In other words,
the magnetization determines where the effective field points, and the effective field deter-
mines how the magnetization moves.
A widely used approach to solving the differential equations numerically is the RK4 method.
The RK4 method works by calculating the rate of change of the magnetization at four differ-
ent points within each time step. These four derivatives are then combined into a weighted
sum to produce a refined estimate of the rate of change of the system over the entire time
step. The weights assigned to each derivative are tailored to counteract the lower-order er-
ror terms. This improves the overall accuracy of the method. The RK4-LLG solver is written
in C++, but it can be imported as a library and used in Python.
For the simulation of the dynamics of the magnetization, the simulated response of heat
and strain calculated in section 4.1.1 is used. To account for demagnetization, the mag-
netization is assumed to be in thermal equilibrium with the phonon system. This means
that the amplitude of the magnetization is approximated by setting the temperature in the
equation 2.27 to the phonon temperature and solving this equation for each time step and
the corresponding phonon temperature. This approximation is suitable for describing these
experiments because the fluence is relatively small. Thus, the phonon temperature is far
from the ferromagnetic phase transition. In addition, the goal of this chapter is the descrip-
tion of the precession (≈ 50 - 100 ps)., not the description of the ultrafast demagnetization
(≈ 100 fs). Since these two phenomena occur on rather different timescales, and the elec-
trons and phonons thermalize rapidly (≈ 5 ps as described in section 4.1.1), the temperature
dependent magnetization is assumed to be determined by the phonon temperature. The
simulations show remarkably good agreement with the measurements. This is even more
impressive since the system is described by a single macrospin. It is therefore not surprising
that larger deviations occur in thicker, inhomogeneously excited layers. In addition, devia-
tions in the backside excitation can be attributed to the fact that the overlap between pump
and probe pulse was not optimally adjusted. A possible improvement of the overlap due
to instabilities during a measurement could explain why the measured precession ampli-
tude increases more than in the simulations. The deviations in the first picoseconds for the
frontside excitation can be explained by the fact that this model does not include ultrafast
demagnetization. Another reason is that the exact temperature change of the sample is not
known. In order to better describe the dynamics on femto- to picosecond time scales, further
measurements are needed, e.g. to calibrate the strain and also the temperature using UXRD
measurements.
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(a) 20nm Ni (b) 200nm Ni backside (c) 200nm Ni frontside
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FIGURE 4.8: Simulated magnetization dynamic in Ni: The angle-dependent
precession for the (a) 20 nm sample (b,c) 200 nm sample in backside and
frontside excitation are shown together with their corresponding simulated
dynamic (black line). In the top of the figures the reflectivity is shown with
the simulated reflectivity discussed in section 4.1.1. The simulations in (b)
needed to be scaled by a separate factor for each measurement in order to
achieve the best possible fit. For (a) and (c), a single scaling factor was used
for each set of measurements.

Simulations of temperature and strain dynamics with the UDKM1DSIM toolbox help to re-
veal the different influences on the precession dynamics. By switching different contribu-
tions on and off, it is possible to investigate which contribution has the strongest influence
on the magnetization dynamics when inserting the timeresolved average strain and tem-
perature in to the LLG equation. For this purpose, 5 different simulations for the different
samples and excitation geometries are compared in figure 4.9. In the first simulation only
the quasi-static strain (only qs) is considered as the driving mechanism. The laser-generated
strain pulses and the quasi-static strain are included in the second model called s. In a third
scenario, only demagnetization is used as the driving mechanism. The last two models com-
bine demagnetization with quasi-static strain and demagnetization with quasi-static strain
plus strain pulses. Figure 4.9 shows the simulated precession dynamics for the 20 nm sam-
ple for these 5 different models. In the lower half of the figure, the resulting precession
amplitude and frequency are plotted for the different angles of the external field. The upper
part of Figure 4.9 clearly shows that it has no significant effect on the precession whether
the quasi-static strain with or without strain pulses is included in the model. This is true
for both the case where demagnetization is ignored and the case where demagnetization is
included. This is reasonable since the acoustic pulses generated in the 20 nm thin sample
have such a short travel range that their repetition rate f = 149 GHz is significantly higher
than the precession frequency. Comparing the simulations with and without demagnetiza-
tion, two differences stand out. The first is obviously the nearly instantaneous reduction of
mz in the first picosecond. The second is that the precession amplitude for the simulations
with demagnetization is significantly smaller than for the simulation without demagneti-
zation. This is particularly evident in Figure 4.9 (b). At small angles, the amplitude of the
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FIGURE 4.9: Comparison of different excitation mechanisms for Ni 20 at ξ =
5: The simulated precession dynamics for the 5 different models are shown in
(a). (b) shows the precession amplitude for the different orientations of the
external field. Here the yellow and red curves overlap over a large range of
angles. (c) illustrates the angle-dependent precession frequency. These curves
overlap for all models. On the right side, the mechanisms responsible for
precession are illustrated. Before laser excitation, the effective field points in
the same direction as the magnetization. After laser excitation, 2 simultaneous
processes take place. First, demagnetization causes the demagnetization field
to be reduced. As a result, the effective field is rotated out of the sample plane.
Second, thermal expansion and the associated strain cause a magneto-elastic
field that pushes the effective field into the sample plane.

simulations without demagnetization is almost four times larger than that of the simula-
tions with demagnetization. The reason for this can be seen in the simulation in which only
the demagnetization has been included in the model. Compared to the other simulations
with demagnetization, this simulation shows the same degree of demagnetization in the
first picoseconds, but the phase of the precession is shifted by 180 degrees. While here the
precession starts with an increase in mz, the simulations with demagnetization and strain
show that the precession starts with a decrease of the mz component. This shows that the
precession dynamics caused by demagnetization are opposite to those caused by strain, due
to the positive magnetoelastic coupling parameter in nickel. The influence of demagneti-
zation and quasi-static strain on the effective field is shown in on the right in Figure 4.9.
For simplicity, the influence of the uniaxial field in the x-direction is neglected. The change
in the effective field after laser excitation is determined by both the demagnetization and
the quasi-static strain. The demagnetization influences the demagnetization field and the
strain influences the magnetoelastic coupling field. The change of these contributions to the
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effective field is given by

∆HD = −Me f f
sat ∆mzez, (4.6)

∆Hme = −b1η

µ0
mzez. (4.7)

Demagnetization implies a negative ∆mz, which causes the effective field to be directed out
of the sample plane. Since the magnetoelastic coupling is positive for nickel, a positive
strain will direct the effective field into the sample plane. A comparison of the simulations
and measurements for the 20 nm sample (Figure 4.8) reveals that the quasi-static strain must
be the dominant factor, as the dynamics always start with a decrease of the mz component
The simulations for the 200 nm thick sample in front-side excitation are shown in Figure
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FIGURE 4.10: Comparison of different excitation mechanisms for Ni 200
in frontside (a-c) and backside (d-f) excitation at ξ = 45: The simulated
precession dynamics for the 5 different models are shown at in (a,c). (b,e)
shows the precession amplitude for the different orientations of the external
field. Here the yellow and red curves overlap over a large range of angles.
(c,f) illustrates the angle-dependent precession frequency.

4.10 (a-c). The simulations for the different mechanisms show a similar behavior as for the
20 nm thick sample. (a) shows the dynamics at an angle of 45°. There are no differences
when comparing the quasi-static strain simulations with and without strain pulses. This
is also true for the simulations with and without demagnetization. The simulation with
only demagnetization as a driving factor also shows the same differences to the simulations
with both demagnetization and strain as it does for the thin sample. The demagnetization
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causes the precession to start with an increase of the mz component, while the quasi-static
strain causes the precession to start in the opposite direction. (b) shows the amplitude of
the precession for the different field configurations. Again, it can be seen that it makes lit-
tle difference whether the quasi-static or the acoustic strain simulation is used. The angle
dependent precession frequency shown in (c) agrees well with the measured data. It can
therefore be concluded that the quasi-static strain is also the driving factor for the preces-
sion here. The amplitude of the precession is also reduced by the demagnetization.
The simulation results for the 200 nm thick nickel layer in backside excitation are shown in
figure 4.10. Panel (d-e) shows the dynamics for the different models at an external field of
45°. The situation is clearly different from the 20 nm thin film. It can be seen that the de-
magnetization has almost no effect on the magnetization dynamics. The reason for this is
that with indirect excitation, the temperature change in the probed region is small because
the heat is dissipated throughout the sample. Additionally, diffusion through 200 nm takes
a long time as shown in the temperature and strain simulations (figure 4.5). Although the
quasi-static strain clearly affects the magnetization, it does not cause precession. To induce
magnetization precession, a rapid change in the effective field is required. In this case, this
rapid change is achieved only by the strain pulses. Thus, the strain pulses are the driving
factor of the precession dynamics. Figure 4.10 (e) Shows the angle dependent amplitude of
the precession for the different excitation mechanisms. Again, demagnetization and quasi-
static strain have no effect on the precession. The reason why the precession amplitude is
highest at an angle of 45° is that at this angle the precession frequency is equal to the strain
pulse repetition rate with f = 14.5 GHz. This results in resonant amplification of the preces-
sion.
To explain why the strain pulses have such a small effect on the precession dynamics, sim-
ulations where only the quasi-static strain was used are compared with simulations where
only the strain pulses were used to drive the precession. The following figure shows the
driving strain and the resulting precession for these two cases. Figure 4.11 clearly demon-
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FIGURE 4.11: LLG simulations using quasi-static strain and strain waves for
frontside excitation: The precession resulting from the strain pulses is smaller
and has a different phase

strates that for frontside excitation, where both mechanisms are active the, precession dy-
namics triggered by the strain pulses have a significantly smaller amplitude. In addition
there is a phase shift compared to the dynamics triggered by quasi-static strain. This phase
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shift ensures that the strain pulses do not amplify the precession triggered by the quasi-static
strain in frontside excitation, making their influence negligble.

4.2 Laser induced precession in Cobalt

Cobalt is very similar to nickel. In both materials, the atomic 3d orbitals are responsible
for the ferromagnetic behaviour. In contrast to nickel, cobalt has a much higher Curie tem-
perature of 1423 K, a higher saturation magnetization, a different crystalline arrangement
(hcp) at room temperature, and a much stronger magnetocrystalline anisotropy[79]. The
free energy for these samples is expressed as a combination of a Zeeman contribution, effec-
tive anisotropy, magnetocrystalline anisotropy for a hexagonal system, and magnetoelastic
coupling.

F = FZee + Feff
shape + Fhex

mc + Fme

= −µ0 Ms m · Hext +
µ0

2
M2

s

(
Neff

x m2
x + Neff

z m2
z

)
+ K1m2

z + K2m4
z + b1ηm2

z (4.8)

Neglecting the higher order magnetocrystalline anisotropy K2, the effective field is given by
equation 2.16

Heff = Hext − Hsatmzez + Hunimxex + Hmemzez (4.9)

The saturation field Hsat consists of the effective anisotropy in z-direction and the first
order term ( K1) of the magnetocrystalline anisotropy.

In the following, the magnetization dynamics of two cobalt samples grown on different
substrates are compared. Since the values of the different contributions to the free energy are
essential for a numerical description of the precession, but the samples have not been stud-
ied by FMR, the main focus of this section is on the phenemenological description of the
dynamics. The dynamics of the magnetization are not modeled, but the different measured
trends of the measurement series and possible differences between the measured samples
are explained. This is mostly done by describing how the effective fields react after laser ex-
citation, as this drives the precession. Three different series of measurements are compared
and described. First, the behavior of the magnetization with perpendicular field orientation
and different field strengths is studied. Then the influence of the incident pump fluence is
examined for the perpendicular field orientation. Finally, the dynamics for different orien-
tations of the external field are discussed.

4.2.1 Field series

The measurements and simulations of the 20 nm thin nickel layer showed that the preces-
sion is driven by the quasi-static strain and demagnetization. This is also the case for the
Cobalt samples, as indicated by the fact that the precession dynamics starts with a decrease
of the mz component. The change in reflectivity, shown in figure 4.12 (a) and (b), provides
information about the temperature and strain response after laser excitation. The electrons
are heated by the optical excitation and couple to the phonons. The deposition of energy
in these systems creates a stress that causes strain. The heat is dissipated into the substrate
over long time scales, as indicated by the slow recovery of reflectivity. Because only slow
phononic conduction occurs in the glass substrate, this time scale is quite slow. Notably
in these two measurements, especially in the JGS2 sample, another fast oscillation is seen
in addition to the precession. This oscillation is independent of the external field strength
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FIGURE 4.12: Field series of 20 nm Co on JGS2 and PGO in backside exci-
tation: For different field strengths, the precession dynamics of cobalt grown
on (a) JGS2, (b) PGO at an excitation fluence of 6.3mJ/cm² are shown. (c) il-
lustrates the measured dynamic for the first picoseconds after laser excitation
and increase of ∆mz via demagnetization for increasing external fields, (d)
shows the linear growth of the amplitude with increasing external field. In (e)
the field dependence of the precession frequency is plotted.

and has a frequency of 50 GHz. Since the dynamics of the magnetization is expected to be
strongly dependent on the external field strength, the cause of these field-independent oscil-
lations is not attributed to the dynamics of the magnetization. Instead, we attribute them to
the Brioullin oscillations described in section 4.1. In the reflectivity, this oscillation at 50 GHz
can be seen, as well. This corresponds to a strain pulse propagating in the substrate with a
sound velocity of about 6.6 nm/ps (equation 4.1). The measured dynamics are very similar
for both substrates. For higher fields, the amplitude of the ultrafast demagnetization and the
precession frequency increase. In (c) the mechanism responsible for the increase in ∆mz via
demagnetization is shown. For a perpendicular external field, the initial magnetization is on
a cone of minimum free energy. For the same change of |m|, the observed change in the mz
component is maximized when the magnetization points out of the plane. As higher fields
tilt the magnetization more and more out of plane, the observed demagnetization increases.
The linear increase in precession amplitude with higher magnetic fields can be understood
by comparing the initial magnetization with the equilibrium position after laser excitation.
Figure 4.13 illustrates the initial and final states of magnetization.

Neglecting possible small anisotropies that do not depend on mz, the initial position of
the magnetization in the case of an external field smaller than saturation, perpendicular to
the surface, is obtained by setting Heff=0. For simplicity, we consider only linear dependence
of mz, then the initial position of the magnetization can be found by setting

Hext +HD = Hext − Meff
s min

z = 0. (4.10)
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FIGURE 4.13: Comparison of initial and final state: Negecting small
anisotropies, the initial magentization is determined by the external field and
the saturation field. The orientation of the magnetization after laser excitation
is also determined by the magnetoelastic coupling field. It can be seen that the
measured precession amplitude is approximately determined by ∆mz.

Quasi-static strain is the dominating mechanism for precession in Cobalt [14]. Neglecting
all other effects the effective field after laser excitation is given by

Hext +HD +Hme = Hext − Meff
s mfin

z +
2 b1 η

µ0 Ms
mfin

z = 0 (4.11)

By substituting the difference of the mz component ∆mz = min
z − mfin

z into 4.11, solving this
system of equations for ∆mz and assuming that Meff

s ≫
∣∣∣ 2 b1 η

µ0 Ms

∣∣∣ one finds that

∆mz ≈
2 b1 η

µ0 Ms Me f f
s

min
z (4.12)

In this simplified model, according to equation 4.10, the initial position of the magnetization
in the z-direction depends linearly on the strength of the external field. This agrees well
with the almost linear increase in precession amplitude in figure 4.12 (d). This equation
only holds if Hext < Hsat. Above this limit, the inital effective field is larger than zero. If the
laser induced magneto-elastic field is smaller than the initial effective field, no precession is
expected since the equilibrium position of the magnetization does not change.

The two samples show differences in their dynamics. In particular, the amplitude of the
precession dynamics for the sample grown on PGO sample is much more pronounced than
for the JGS2 sample. There are several possible reasons for this.

1. The magnetoelastic coupling may be stronger for the PGO sample due to different
crystallographic textures. According to equation 4.12, a higher magneto-elastic cou-
pling increases the strain-induced displacement of the magnetization and causes the
precession amplitude to be significantly larger.

2. The magnetocrystalline anisotropy is very high in cobalt. In contrast to nickel, dy-
namical effects such as the temperature dependent change of the anisotropy (section
2.1.5) should therefore play a more important role in driving the precession [80]. Dif-
ferent anisotropies in the two samples could also explain the different field dependent
frequency in figure 4.12 (e).

3. The external field may be slightly different in the two measurements. Since the am-
plitude of the precession depends sensitively on the initial magnetization, different
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orientations of the magnetization would lead to different amplitudes. This would also
explain why the precession frequencies are so different, since the precession frequency
at small field angles is also strongly influenced by the orientation of the external field.

4.2.2 Fluence series

The field series was performed at medium fluences of 6.3mJ/cm², where quasi-static strain
controls the magnetization dynamics. In order to create a change to precession controlled
by demagnetization, a series of measurements was taken at increasing incident fluence. The
results are shown in figure 4.14 The measurement series for (a) JGS2 and (b) PGO clearly
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FIGURE 4.14: Fluence series of Co on JGS2 and PGO in backside excitation:
For different excitation fluences the precession dynamics of (a) 20 nm Cobalt
on JGS2, (b) cobalt on PGO at an external field of 1.1T are shown. (c) Fluence
dependence of the precession amplitude, (d) precession frequency and (e) the
phase of the frequency.

show that the demagnetization increases with increasing fluence. In addition, there is a no-
ticeable difference in the amplitude of the demagnetization, especially when comparing the
two samples at maximum excitation. The JGS2 sample, measured under the same condi-
tions, shows a much larger amplitude of demagnetization. The reason for this could be that
there are also differences in the initial position of the magnetization. If the initial magnetiza-
tion for the JGS2 sample is stronger along the z-axis, then the change in the mz component
measured in the polar MOKE should also be stronger.
It is particularly characteristic of this series of measurements that an alternation between
precession driven by quasi-static strain and precession driven by demagnetization is visible
for both samples. While at low fluences the precession starts with a decrease in mz, at high
fluences the precession starts in the opposite direction´after the ultrafast demagnetization.
This change between the excitation mechanisms is also shown in figure 4.14 (e). The phase
of the precession frequency calculated from the FFT is plotted. It is clear to see how the
phase reverses with increasing fluence. Similar results that indicate this change of the driv-
ing mechanism were found by Shin et al. for NiFe [13]
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The measured precession frequency of the two samples shown in (d) are closer together in
this measurement than in the field series shown in figure 4.12 (d). This is a clear indication
that the two measurements do not have exactly the same field configuration. If the sample
is tilted by a small angle, the precession frequency should also change significantly. This
becomes apparent from measurements with rotatable magnet near ξ = 0 . In figure 4.14 (d),
we see that the precession frequency initially increases with increasing fluence, but then de-
creases sharply. This sharp decrease is due to the increase in demagnetization, which does
not scale linearly with fluence. In the context of the LLG equation, a lower amplitude of
magnetization results in a lower frequency.

4.2.3 Rotation series

The precession dynamics of the cobalt samples were investigated using a rotating perma-
nent magnet. The results of this series of measurements are shown in figure 4.15. The rota-
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FIGURE 4.15: Rotation series of Co on JGS2 and PGO in backside excitation:
For different external field orientations, the precession dynamics are (a) of
20 nm cobalt on JGS2, (b) cobalt on PGO at an excitation fluence of 6.3 mJ/cm².
(c) illustrates the increase of the effective field for higher angles of the external
field. (d) shows the angular dependence of the precession amplitude and (e)
the precession frequency.

tion series clearly shows that the precession frequency increases as the angle of the external
field to the surface normal increases. At the same time, as shown in (c), the amplitude of
the precession also decreases. This decrease can be understood in the context of equation
4.12. For larger angles of the external field to the surface normal, the initial mz component
becomes smaller and so does the displacement between the initial and final states of the
magnetization.
It is interesting to note that high frequencies of up to 30 GHz can be achieved with the rotat-
ing magnet, although the permanent magnet used can only generate fields of about 400 mT.
The reason for the high precession frequency is the orientation of the external field and the
resulting strength of the effective field. Figure 4.15 (c) shows the effective field for 2 different
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angles of the external field. If the small contributions to the effective field, that are propor-
tional to mx are neglected, the external field in the x-direction cannot be compensated. As a
result, the effective field and thus the precession frequency increases with increasing angle.
The behavior of the frequency in this series of measurements is strongly influenced by the
anisotropy fields present. The significant difference between the angle-dependent preces-
sion frequencies of the two samples demonstrates that they have different anisotropies. This
is in accordance with the X-ray diffraction measurements shown in section 3.1.2. These mea-
surements show that the cobalt sample grown on JGS2 has a stronger diffraction signal for
the c-axis of hexagonal cobalt than the sample grown on PGO. The different crystalline struc-
tures can strongly affect the anisotropy of the sample.

4.3 Coherent control using double pulse excitation

Understanding the mechanisms that drive the precession allows for controlling the magneti-
zation dynamics. This is achieved in coherent control experiments where the magnetization
precession is excited by two pulses and the dynamics is controlled by adjusting the pump-
pump delay [81–84]. Usually, the mechanism driving the precession is the same for both
pump pulses and constructive interference is observed when the two pulses are seperated
by multiples of the period T of the dynamics. As can be seen from previous experiments
in chapter 4.2.2, it is possible to switch between two different excitation mechanisms if the
magneto-elastic coupling is negative. The excitation mechanisms are the quasi-static strain,
which scales linearly with the fluence, and the non-linear change in the demagnetizing field
caused by demagnetization. In the following, the coherent control by means of double pulse
excitation is combined with a control of two different mechanisms responsible for the pre-
cession by adjusting the fluence. The experiments were performed using the 20 nm thin
nickel film and published together with M. Mattern [85].
Figure 4.16 (a) shows the fluence-dependent magnetization dynamics after single laser ex-
citation. With increasing fluence, the demagnetization and the amplitude of the precession
continue to increase. For fluences above 2.9mJ/cm², the precession amplitude then decreases
so that the amplitudes at 5 and 0.7 mJ/cm² become comparable.
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FIGURE 4.16: Measurement and simulation of fluence-dependent preces-
sion amplitude : (a) Fluence-dependent magnetization precession upon a sin-
gle excitation for an external field of 350 mT at 35° with respect to the sample
surface normal. (b) Amplitude of the precession A as function of the laser-
induced temperature rise in the phonons ∆T and the sample temperature be-
fore excitation Tinit The arrows visualize the measurement series in (a) and
figure 4.17 . (c) The modelled precession amplitude as function of ∆T at Tinit
= 300 K (solid line) corresponds to the left arrow in (b) and captures the mea-
sured amplitude of the fluence series in (a) (coloured symbols)

Figure (b) illustrates how the precession amplitude is determined by the "initial" tem-
perature caused by the first laser pulse and by the change in temperature ∆T caused by
the second pulse. A red color means that the precession is predominantly driven by de-
magnetization, and the blue color means that quasi-static strain prevails as driving mech-
anism. The precession amplitude is determined by the torque acting on the magnetization
A = ∆He f f × M. The change of the effective field results from the contributions of the de-
magnetizing field and the magnetoelastic coupling. The change in magnetization, and the
resulting change of the demagnetizing field is described using the formula for temperature-
dependent magnetization in the context of mean-field theory. The change of the magneto
elastic field is determined by the quasi-static strain which is calculated using η = α∆T. The
parameters used are the same as those already employed in section 4.1 for the simulation
of the 20 nm thin nickel sample. The gray line in Figure 4.16 (c) shows the modeled preces-
sion amplitude curve for different temperature changes ∆T where the initial temperature is
Tinit = 300 K. This curve can be compared with the fluence series show in figure 4.16 (a). As-
suming that a change in phonon temperature of 34.5K is driven by an excitation fluence of
0.7 mJ/cm², the model shows good agreement with the fluence-dependent amplitude (col-
ored symbols) extracted from a fit of the transient magnetization by an exponential decaying
background and a damped oscillation. With increasing fluence, the precession amplitude in-
creases up to a temperature change of ∆T = 140 K. After that, the amplitude decreases again
due to the non-linear increase in demagnetization. For changes above 270 K, demagnetiza-
tion becomes the dominant mechanism for precession dynamics.
Figure 4.17 compares in the left column the dynamics when the sample is excited with one
(dashed lines) and both laser pulses (solid lines). The right column shows the difference
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between these two measurements. The oscillation amplitude of the difference signal repre-
sents the change caused by the second pulse. In Figure 4.17 (a) and (b) the fluence of the first
pulse F1 is varied while the fluence of the second pulse F2 = 1.8 mJ/cm² is kept constant.
This corresponds to a variation of Tinit with a constant change in temperature of ∆T = 85 K.
In (b), the sign of the precession amplitude is clearly changed, due to the change of the
precession-driving mechanism. The effect of the second pulse changes from a strengthening
of the precession for small F1 to an attenuation for F1 = 4.3 mJ/cm².
The change between the mechanisms dominant for the precession can also be realized by
varying the pump-pump delay. In this case, the second pump-pump delay is selected so
that it always coincides with the maximum of precession triggered by the first pulse. The
measurements are shown in figures 4.17 (c) and (d). The fluences of the two pulses are F1 =
2.8 mJ/cm² and F2 = 1.8 mJ/cm². A transition from demagnetization to quasi-static strain as
a driver of the precession triggered by the second pulse is visible between ∆t = 94 and 188
ps. This is in good agreement with the model, where Tinit decreases with increasing delay.
While for small delays, the precession of the first pulse is attenuated, as demagnetization
driven precession has an opposite phase, the precession is in turn enhanced for larger de-
lays. This effect would be even stronger if the substrate had a higher thermal conductivity.
If the nickel layer had been grown on MgO, for example, an even stronger change between
attenuation and amplification would be visible.
In Figure 4.17 (e) and (f) a different method for changing the dominant mechanism for a
fixed fluence of the first pulse F1 = 1.1 mJ/cm² is shown. For increasing fluence of the second
pulse, the precession triggered by the second pulse initially increases, but then decreases
again from a fluence of F2 = 2.2 mJ/cm². At the highest fluence of 4.7 mJ/cm², the effect of
demagnetization is strong enough to switch off the precession. The effect, depends strongly
on the fluence of the first pulse. In Figure 4.17 (g) and (h) the situation is illustrated for a
first excitation fluence of F1 = 4.3 mJ/cm². The excitation fluence is now so large that for
any fluence of the second pulse F2 the dominant mechanism is demagnetization. This leads
to the observation that if the second pulse occurs at the maximum of the precession, the
precession is attenuated for each fluence F2.
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FIGURE 4.17: Control of the magnetization precession via double-pulse ex-
citation by tuning the effect of the second pulse: (b,d,f,h) Difference in the
magnetization upon both excitations (solid lines) and only the first excitation
(dashed lines) in panels (a,c,e,f), respectively. (a,b) Variation of fluence of the
first pulse for constant F2 = 1.8 mJ/cm² . (c,d) Variation of the pump-pump
delay for constant F1 = 2.8mJ/cm² and F2 = 1.8 mJ/cm² . Note that the second
pulse is chosen to pump at the same precession phase at all chosen ∆t and
nonetheless has an effect on the phase for varying ∆t. (e,f) Variation of the
fluence F2 for constant F1 = 1.1 mJ/cm² . (g,h) Variation of the fluence F2 for
constant F1= 4.3 mJ/cm² . The difference in panels (b,d,f,h) demonstrate a tun-
ing of the dominant driving mechanism for the second excitation, which we
utilize to selective control the magnetization precession upon double-pulse
excitation in panels (a,c,e,f)
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Chapter 5

Conclusion and Outlook

5.1 Conclusion

The magnetization precession in nickel and cobalt was measured as an integral part of this
work. The aim was to model and understand the precession dynamics and to identify the
mechanisms that drive them. To describe precession and demagnetization, the magnetiza-
tion vector, m, is partioned into two components: direction, m̂, and length, |m|. By measur-
ing the magnetic hysteresis the saturation field was estimated as a preliminary approxima-
tion. Further FMR measurements, which were conducted exclusively on nickel samples, the
various contributions to the free energy could be quantified. The fourth chapter addresses
the issue of precession measurements for the different samples. The first section focuses on
the realistic modeling of the magnetization dynamics in the nickel samples. Given the avail-
ability of FMR measurements and the associated precise knowledge of the effective field,
the nickel samples are particularly suitable for investigating the magnetization dynamics
within the framework of numerical models. This requires knowledge of the thermal re-
sponse of the sample system and the strain, as these control the magnetization dynamics.
To this end, the UDKM1DSIM toolbox was employed to virtually reconstruct the samples
and describe the heat propagation and the induced strain subsequent to laser excitation via
a one-dimensional model. Upon weighting the change in temperatures of the electron and
phonon systems and the strain with the penetration depth of the probe beam, the change in
reflectivity over time can be adequately described linearizing it in terms of electron-, phonon
temperature and strain. The resulting change in phonon temperature is used to describe the
demagnetization in the context of the modified LLG. This approximation is only valid for
small temperature changes in the measured range and on the time scales >10 ps relevant for
the precession. In the model, demagnetization and the strain have an influence on the pre-
cession. Demagnetization leads to a reduction in the saturation field, while the magnetoelas-
tic coupling field is increased by the strain. For nickel, the magnetoelastic coupling constant
b1 > 0 is positive, so that the two mechanisms act in opposite directions after laser excita-
tion. The simulated magnetization dynamics accurately describe the measured dynamics in
the nickel samples within the scope of the approximations. By switching the various mecha-
nisms that trigger the precession dynamics on and off, it is possible to investigate the driving
forces behind the magnetization precession. The quasi-static strain, which is caused by the
thermal expansion, is responsible for the precession dynamics of the 20 nm thin nickel sam-
ple as well as the 200 nm thick nickel sample in frontside excitation. However, the effect
of demagnetization should not be overlooked, as this significantly reduces the amplitude of
the precession. For the 200 nm thick nickel sample, strain pulses are responsible for the pre-
cession dynamics, provided that the repetition rate of these pulses matches the precession
frequency. The course of the precession frequency, which depends on the angle of the ex-
ternal field, was also investigated using the Smit-Beljers formalism, which further confirms
the magnetic anisotropy parameters. No FMR measurements were available for the cobalt
samples, which is why these were only investigated qualitatively in various measurement
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configurations. For one, the magnetization precession was investigated using an electro-
magnet for different field strengths perpendicular to the sample surface. Here, an increase
in the precession frequency and a linear increase in the precession amplitude were observed.
The linear increase in the precession amplitude can be explained by the increase in the ini-
tial mz component. In this model, the amplitude is expected to decrease over a field range
given by the magneto-elastic coupling when the external field is equal to the saturation field.
However, measurements at such field strengths are not yet possible with the measurement
setup used, as the maximum external fields achieved are approximately 1.3 T. In a further se-
ries of measurements, the magnetization dynamics were investigated for different excitation
fluences. It was found that it is possible to switch between the different excitation mecha-
nisms, i.e. strain and demagnetization, by selecting the excitation fluence. For low fluences,
the precession is driven by the strain, whereby the mz component decreases after the. In
contrast, for high fluences, the change in the saturation field decreases nonlinearly, resulting
in the precession dynamics starting with increasing mz component. Finally, the magneti-
zation dynamics were investigated for different orientations of the external field, using a
similar procedure as for the nickel samples. The different behaviour of the angle-dependent
precession frequency can be attributed to possible different anisotropies. The discrepancy in
the results may be attributed to the differing crystallinities of the two samples. Further mea-
surements on identically grown samples could be conducted to verify a systematic trend. In
the third section, a coherent control double-pulse excitation scheme was presented, which
represents a significant advancement over previous methods for controlling magnetization
dynamics. Instead of exciting the precession dynamics twice using the same mechanism,
the alternation between strain and demagnetization is used as a driving factor. This allows
for the targeted amplification or attenuation of the precession dynamics.

5.2 Outlook I

In the following parts of this work, I will present a speculative outlook that addresses two
key areas: spatially resolved magnetization dynamics and a formalism for the description
of demagnetization dynamics in the context of free energy.
The simulation of the magnetization dynamics discussed in section 4.1 contain the approxi-
mation that the sample has a homogeneous temperature and average strain. The dynamics
of temperature and strain were calculated using the UDKM1DSIM toolbox, and then the tem-
perature and strain were weighted with the sample profile. The weighted temperature and
strain values were then used as input variables to calculate the magnetization dynamics.
A more advanced model would consider the dynamics at each individual lattice point and
include the exchange interaction between the magnetic moments. The program used in this
work to calculate the magnetization dynamics can be rewritten relatively easily so that the
magnetization dynamics can be calculated individually for each location in the sample if
the exchange interaction is ignored. The results of this simulation for the 20 nm thin nickel
sample are shown in figure 5.1. The excitation of the precession in the 20 nm thin layer is
homogeneous. The amplitude of the precession is approximately the same at each location
of the sample. Figure 5.1 (b) shows the dynamics of the mz component of the magnetization
within the sample. Here, too, it can be seen that the sample is excited homogeneously. Fig-
ure 5.1, c) shows the magnetization dynamics at different locations of the sample. The dark
red curve shows the dynamics at the surface of the sample, the yellow curve the dynamics
in the center and the blue curve at the surface where the pump is incident. In these simu-
lations, the measured response of the magnetization can be compared to the weighted mz
component in the region being probed. The light red curve confirms this and is in very good
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FIGURE 5.1: Simulated magnetization response for 20 nm nickel (1D): (a)
plots the amplitude of precession throughout the sample. (b) shows the evo-
lution of the mz component. In (c) the magnetization response at different
positions in the sample is compared with the magnetization response calcu-
lated from the weighting of mz with the probe profile and with the simulation
from section 4.1. For the simulations, the external field was set to 360 mT and
the angle of the field with respect to the surface normal ξ was set to 10°.

agreement with the black curve, which shows the dynamics of the magnetization from sec-
tion 4.1. All these curves are very comparable, which supports the claim that the excitation
of the precession is homogeneous.
Figure 5.2 depicts the same simulation for the 200 nm sample in back- and frontside ex-
citation. Here, the excitation of the sample is significantly more inhomogeneous than in
Figure 5.1 (a). It is also notable that the amplitude profile after front- and backside exci-
tation is comparable, but not identical. This discrepancy can be attributed to the fact that
the excitation fluence is twice as high for the backside simulation. In the latter case, the
amplitude decreases as one approaches the excitation point, whereas for fronstide exci-
tation depicted in figure 5.2 (d), it increases in the excited region. This is due to the in-
terplay of demagnetization- and strain-driven precession. While the strain is dominant in
the pumped region for frontside excitation, the demagnetization-driven excitation is signifi-
cantly stronger for the backside geometry. Since both effects act in opposition to one another,
the amplitude in Figure 5.2 (a) decreases at 200 nm. The precession is most effectively ex-
cited in the center of the sample for both measurement geometries. This is due to the ideal
resonant amplification of the precession by strain pulses. In the center of the sample, the
sound pulses do not arrive every 70 ps, but every 35 ps. Additionally, due to reflection at
the surface, the sign of the strain pulse is reversed, which ensures phase matching with the
precession. Figure 5.2 (b,e), which shows the mz component, clearly demonstrates that the
precession is most strongly excited in the center of the sample. The inhomogeneous exci-
tation of the sample can also be clearly seen in Figure 5.2 (c,f). Here, the dynamics change
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significantly depending on the location in the sample. Nevertheless, the magnetization dy-
namics weighted by the probe penetration profile (light red) agree well with the dynamics
simulated in section 4.1 (black curves).
The simulations show that the approximate description of the magnetization dynamics of
uncoupled spins by a weighted temperature and strain is a good approximation. For cou-
pled spins, however, the situation could be significantly different in the case of inhomoge-
neously excited samples. For example, it is plausible that the amplitude of the precession
in the investigated regions, especially for the backside-excited 200-nm-thick sample, could
be significantly larger for simulations with exchange interaction. The spins, which are opti-
mally excited in the center of the sample, ensure that the amplitude at the boundaries of the
sample is also larger due to the coupling. The effect should be particularly pronounced with
cobalt, as the exchange stiffness is particularly high here [86]. Currently the UDKM1DSIM

toolbox is being expanded to simulate the dynamics of magnetization with exchange in-
teraction. In the future, it should be possible to use it to calculate not only the dynamics
of temperature and strain, but also the precession dynamics driven by them. More work is
needed, to ensure an accurate implementation. In addition, the integration of different mod-
els for precession dynamics into the toolbox is of great interest, as this allows a comparison
of the extended LLG equation used in this work with models based on the LLB equation.



5.2. Outlook I 59

FIGURE 5.2: Simulated magnetization response for 200 nm nickel (1D): The
top half shows the simulation for backside excitation, the bottom half shows
the simulation for frontside excitation. (a,d) plots the amplitude of precession
throughout the sample. (b,e) shows the evolution of the mz component. In (c,f)
the magnetization response at different positions in the sample is compared
with the magnetization response calculated from the weighting of mz with the
probe profile and with the simulation from section 4.1. For the simulations,
the external field was set to 440 mT and the angle of the field with respect to
the surface normal ξ was set to 45°.
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5.3 Outlook II

The modified LLG equation 2.39 is easy to motivate, but it lacks a deeper theoretical con-
sideration that justifies this equation. It should also be noted that the description of de-
magnetization in this work is only meaningful for the limiting case of small temperature
differences in the measured region. This is due to the assumption that the magnetization
is always in thermodynamic equilibrium with the phonons. As soon as the temperature of
the system is in the range of the Curie temperature, a clearly different behavior is expected.
For instance, a high fluence results in the remagnetization taking much longer than would
be expected from the electron and phonon temperatures. This behavior can be understood
(not completely) [87], in the context of the microscopic 2-temperature model (section 2.3.2).
It would be interesting to investigate whether the external field has an influence on the dy-
namics. If so, it is conceivable that the magnetization dynamics in equation 2.37 might be
better expressed by

dm
dt

= Rm
Tp

TC

[
(1 − m coth

(
mTC

Te
+

µB B
kB TC

)]
. (5.1)

This equation would reproduce the same temperature-dependent curve for the stationary
magnetization when an external field is applied as for the Ising and mean field model. How-
ever, a completely different approach is also conceivable, which originates from thermody-
namics. In this case, the equation of motion for a non-conserved scalar order parameter, like
the magnetization amplitude m, is [doi:10.1080/00018730110117433 ]

dm
dt

= −Γ
δF
δm

, (5.2)

where Γ is a kinetic coefficent that defines the timescale of the magnetization dynamics. As
this kinetic coefficient describes the demagnetization process, it is plausible that it depends
on temperature or magnetization. For example, the scattering rate τ−1 in the Elliot-Yafet
mechanism is linearly proportional to the temperature [89]. In the following, however, this
value is kept constant. F is the free energy, in the framework of the Ising- or the mean field
model this equation becomes,

dm
dt

= −Γ (−µB B − kB Tc m + kB T arctanh(m)) . (5.3)

This approach is particularly interesting because a description using the free energy auto-
matically includes critical phenomena in the vicinity of the phase transition. In addition,
this approach also includes a description of the heat capacity in the vicinity of the phase
transition [90]. The heat capacity can be calculated from the free energy as follows

C = −T
∂2F
∂T2 . (5.4)

Figure 5.3 compares the two different models (equation 5.1 and 5.3) for demagnetization
dynamics. In order to obtain a model of the magnetization dynamics at high excitation flu-
ences that comes as close as possible to reality, a modified model with strong electron-spin
coupling (s-TTM) was chosen. In this model, the heat capacity of the spin and the electron
system are considered together, with an increase in the heat capacity near the phase tran-
sition taken into account [38, 39]. In order to account for the cooling of the layer to the
substrate, a bath is introduced in addition to the electron and phonon system, which is com-
paratively weakly coupled to the phonon bath. The temperature dynamics are described
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by

dTe

dt
= −

Gep

Ce
(Te − Tp) +

P(t)
Ce

, (5.5)

dTp

dt
= −

Gep

Cp
(Tp − Te)−

Gbp

Cp
(Tp − Tb), (5.6)

dTb

dt
= −

Gbp

Cb
(Tb − Tp), . (5.7)

The modified temperature-dependent heat capacity of the electrons, Ce, and that of the
phonons, Cp, were taken from the literature [39]. The heat capacity of the bath was set
to ten times the value of the phonons. The electron-phonon coupling was set to the value of
Gep = 1.5 · 1018 and the coupling with the bath to the value of Gbp = 1.5 · 1016. The scattering
rate in the equations for the magnetization dynamics is R = 17.2 ps−1 and Γ = 27 ns−1.
The general shape of the magnetization dynamics shown in Figure 5.3 is strikingly similar
in both models. This is not unexpected for the dynamics at later times, given that the mag-
netization is in thermal equilibrium at this time, and this equilibrium is identical for both
models. The shape of the magnetization dynamics in the first picoseconds is strongly influ-
enced by the kinetic coefficient Γ for the free energy model. The external field also exerts a
clear influence on the magnetization dynamics in both cases. In Figure 5.3 (a) and (f), where
no external field is present, the light red curves demonstrate complete demagnetization at
times above 10 ps. In contrast, in Figure 5.3 (e) and (j), where the external field was set to 2 T,
the magnetization at 10 ps exhibits a higher magnetization. Additionally the extremly fast
remagnetization at zero field, cannot be seen in scenarios with magnetic fields. The reason
for this is, that due to the external magnetic field, the Free Energy Landscape near m ≈ 0
changes, such that metastable magnetization states are avoided.
Based on this approach, it may even be possible to establish a general equation of motion
for magnetization dynamics that includes demagnetization and precession. This requires a
formalism that links the free energy of the magnetization orientation to the free energy of
the magnetization amplitude and an equation of motion for a non-conserved vectorial order
parameter with angular momentum. Further work is required to verify the validity of this
approach.
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FIGURE 5.3: Comparison of different demagnetization models: (a, b, c, d, e)
illustrates the resulting magnetization dynamics for equation 5.3 under vary-
ing external magnetic field strengths. Figure (f, g, h, i, j) depicts the magnetiza-
tion dynamics for the same temperature evolution of the phonon and electron
systems, as described by equation 5.1, under varying external magnetic field
strengths. The magnetization dynamics are quite similar across both models.
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